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METHODS AND SYSTEMIS FOR 
SYNCHRONIZING DATA RECEIVED FROM 

MULTIPLE SENSORS OF A DEVICE 

BACKGROUND 

0001 Unless otherwise indicated herein, the materials 
described in this section are not prior art to the claims in this 
application and are not admitted to be prior art by inclusion in 
this section. 

0002 Sensor fusion includes combining sensor data or 
data derived from sensory data from independent sources 
Such that resulting information is more complete. Data 
Sources for a fusion process may include multiple distinct 
sensors. Each sensor may provide different information about 
the same object in an environment, or about the same location 
in an environment, for example. By combining the sensor 
data, a more complete depiction of the object or location can 
be provided. As an example, one sensor may include a camera 
to capture an image of an object, and another sensor may 
include location detection capabilities to determine a location 
of a device used to capture the image. By combining the 
sensor data, specific location information for the image data is 
provided. 

SUMMARY 

0003. In one example, a method performed by a device 
having an application processor configured to function based 
on an operating system and a co-processor configured to 
receive data from a plurality of sensors of the device is pro 
vided. The method comprises determining an interrupt by a 
given sensor of the plurality of sensors of the device, and the 
interrupt is indicative of the given sensor having data for 
output. The method also comprises providing, by the co 
processor, a timestamp of the interrupt by the given sensor 
that is indicative of a time that the given sensor has data for 
output, and receiving, by the co-processor, the data for output 
from the given sensor. The method also comprises associating 
the timestamp of the interrupt by the given sensor with the 
received data from the given sensor, associating together data 
received from the plurality of sensors into data structures 
based on timestamps of the data as provided by the co-pro 
cessor, and providing, by the co-processor, the data structures 
to the application processor in sequence based on the times 
tamps of the data. 
0004. In another example, a computer readable memory 
configured to store instructions that, when executed by a 
device having an application processor configured to function 
based on an operating system and a co-processor configured 
to receive data from a plurality of sensors of the device, cause 
the device to perform functions is provided. The functions 
comprise determining an interrupt by a given sensor of the 
plurality of sensors of the device, and the interrupt is indica 
tive of the given sensor having data for output. The functions 
also comprise providing, by the co-processor, a timestamp of 
the interrupt by the given sensor that is indicative of a time 
that the given sensor has data for output, and receiving, by the 
co-processor, the data for output from the given sensor. The 
functions also comprise associating the timestamp of the 
interrupt by the given sensor with the received data from the 
given sensor, associating together data received from the plu 
rality of sensors into data structures based on timestamps of 
the data as provided by the co-processor, and providing, by 
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the co-processor, the data structures to the application pro 
cessor in sequence based on the timestamps of the data. 
0005. In another example, a device is provided that com 
prises an application processor configured to function based 
on an operating system, a plurality of sensors, and a co 
processor configured to receive data from the plurality of 
sensors and configured to perform functions. The functions 
comprise determine an interrupt by a given sensor of the 
plurality of sensors, and the interrupt is indicative of the given 
sensor having data for output. The functions also comprise 
provide a timestamp of the interrupt by the given sensor that 
is indicative of a time that the given sensor has data for output, 
receive the data for output from the given sensor, associate the 
timestamp of the interrupt by the given sensor with the 
received data from the given sensor, associate together data 
received from the plurality of sensors into data structures 
based on timestamps of the data as provided by the co-pro 
cessor, and provide the data structures to the application 
processor in sequence based on the timestamps of the data. 
0006. These as well as other aspects, advantages, and 
alternatives, will become apparent to those of ordinary skill in 
the art by reading the following detailed description, with 
reference where appropriate to the accompanying figures. 

BRIEF DESCRIPTION OF THE FIGURES 

0007 FIG. 1 illustrates an example computing device. 
0008 FIG. 2 illustrates another example computing 
device. 
0009 FIGS. 3A-3B are conceptual illustrations of a com 
puting device that show a configuration of some sensors of the 
computing device in FIG. 2. 
0010 FIG. 4 is a block diagram of an example method for 
synchronizing data received from multiple sensors of a 
device, in accordance with at least Some embodiments 
described herein. 
0011 FIG. 5A is an example timing diagram conceptually 
illustrating synchronizing data received from multiple sen 
sors of a device. 
0012 FIG. 5B is another example timing diagram concep 
tually illustrating synchronizing data received from multiple 
sensors of a device. 
0013 FIG. 6 is another example timing diagram concep 
tually illustrating synchronizing data received from multiple 
sensors of a device. 

DETAILED DESCRIPTION 

0014. The following detailed description describes vari 
ous features and functions of the disclosed systems and meth 
ods with reference to the accompanying figures. In the fig 
ures, similar symbols identify similar components, unless 
context dictates otherwise. The illustrative system and 
method embodiments described herein are not meant to be 
limiting. It may be readily understood that certain aspects of 
the disclosed systems and methods can be arranged and com 
bined in a wide variety of different configurations, all of 
which are contemplated herein. 
0015 Within examples, methods and systems for synchro 
nizing data received from multiple sensors of a device are 
described. Example methods may be performed by a device 
having an application processor configured to function based 
on an operating system and a co-processor configured to 
receive data from a plurality of sensors of the device. An 
example method includes determining an interrupt by a given 
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sensor of a plurality of sensors of the device, and the interrupt 
is indicative of the given sensor having data for output. The 
method also includes providing, by a co-processor, a times 
tamp of the interrupt by the given sensor that is indicative of 
a time that the given sensor has data for output, and receiving, 
by the co-processor, the data for output from the given sensor. 
The method also includes associating the timestamp of the 
interrupt by the given sensor with the received data from the 
given sensor, and associating together data received from the 
plurality of sensors into data structures based on timestamps 
of the data as provided by the co-processor. The method also 
includes providing, by the co-processor, the data structures to 
the application processor in sequence based on the times 
tamps of the data. 
0016. In some existing devices, sensor data is provided to 
an application processor and the sensor data receives a times 
tamp from Software executed by the application processor. 
However, some time elapses between data collection and data 
timestamp by the Software due to transmission of the data 
over a communication bus between the sensor and the appli 
cation processor or due to buffering or queuing of data, and 
thus, timestamps may be inaccurate or not synchronized 
across all data received from multiple sensors. Within 
examples presented herein, the co-processor may be config 
ured to provide hardware based timestamps for all sensor data 
of the device to capture accurate and precise timestamps for 
data collected or measured by the sensors. 
0017 Referring now to the figures, FIG. 1 illustrates an 
example computing device 100. In some examples, compo 
nents illustrated in FIG.1 may be distributed across multiple 
computing devices. However, for the sake of example, the 
components are shown and described as part of one example 
computing device 100. The computing device 100 may be or 
include a mobile device (such as a mobile phone), desktop 
computer, laptop computer, email/messaging device, tablet 
computer, or similar device that may be configured to perform 
the functions described herein. Generally, the computing 
device 100 may be any type of computing device or transmit 
ter that is configured to transmit data or receive data in accor 
dance with methods and functions described herein. 

0018. The computing device 100 may include an interface 
102, a wireless communication component 104, a cellular 
radio communication component 106, a global position sys 
tem (GPS) receiver 108, sensor(s) 110, data storage 112, and 
processor(s) 114. Components illustrated in FIG. 1 may be 
linked together by a communication link 116. The computing 
device 100 may also include hardware to enable communi 
cation within the computing device 100 and between the 
computing device 100 and other computing devices (not 
shown). Such as a server entity. The hardware may include 
transmitters, receivers, and antennas, for example. 
0019. The interface 102 may be configured to allow the 
computing device 100 to communicate with other computing 
devices (not shown), such as a server. Thus, the interface 102 
may be configured to receive input data from one or more 
computing devices, and may also be configured to send out 
put data to the one or more computing devices. The interface 
102 may be configured to function according to a wired or 
wireless communication protocol. In some examples, the 
interface 102 may includebuttons, a keyboard, a touchscreen, 
speaker(s) 118, microphone(s) 120, and/or any other ele 
ments for receiving inputs, as well as one or more displays, 
and/or any other elements for communicating outputs. 
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0020. The wireless communication component 104 may 
be a communication interface that is configured to facilitate 
wireless data communication for the computing device 100 
according to one or more wireless communication standards. 
For example, the wireless communication component 104 
may include a Wi-Fi communication component that is con 
figured to facilitate wireless data communication according 
to one or more IEEE 802.11 standards. As another example, 
the wireless communication component 104 may include a 
Bluetooth communication component that is configured to 
facilitate wireless data communication according to one or 
more Bluetooth standards. Other examples are also possible. 
0021. The cellular radio communication component 106 
may be a communication interface that is configured to facili 
tate wireless communication (voice and/or data) with a cel 
lular wireless base station to provide mobile connectivity to a 
network. The cellular radio communication component 106 
may be configured to connect to a base station of a cell in 
which the computing device 100 is located, for example. 
(0022. The GPS receiver 108 may be configured to estimate 
a location of the computing device 100 by precisely timing 
signals sent by GPS satellites. 
0023 The sensor(s) 110 may include one or more sensors, 
or may represent one or more sensors included within the 
computing device 100. Example sensors include an acceler 
ometer, gyroscope, pedometer, light sensors, microphone, 
camera(s), infrared flash, barometer, magnetometer, GPS, 
WiFi, near field communication (NFC), Bluetooth, projector, 
depth sensor, temperature sensors, or other location and/or 
COntext-aWare SenSOrS. 

0024. The data storage 112 may store program logic 122 
that can be accessed and executed by the processor(s) 114. 
The data storage 112 may also store data collected by the 
sensor(s) 110, or data collected by any of the wireless com 
munication component 104, the cellular radio communica 
tion component 106, and the GPS receiver 108. 
0025. The processor(s) 114 may be configured to receive 
data collected by any of sensor(s) 110 and performany num 
ber of functions based on the data. As an example, the pro 
cessor(s) 114 may be configured to determine one or more 
geographical location estimates of the computing device 100 
using one or more location-determination components. Such 
as the wireless communication component 104, the cellular 
radio communication component 106, or the GPS receiver 
108. The processor(s) 114 may use a location-determination 
algorithm to determine a location of the computing device 
100 based on a presence and/or location of one or more 
known wireless access points within a wireless range of the 
computing device 100. In one example, the wireless location 
component 104 may determine the identity of one or more 
wireless access points (e.g., a MAC address) and measure an 
intensity of signals received (e.g., received signal strength 
indication) from each of the one or more wireless access 
points. The received signal strength indication (RSSI) from 
each unique wireless access point may be used to determine a 
distance from each wireless access point. The distances may 
then be compared to a database that stores information 
regarding where each unique wireless access point is located. 
Based on the distance from each wireless access point, and 
the known location of each of the wireless access points, a 
location estimate of the computing device 100 may be deter 
mined. 
0026. In another instance, the processor(s) 114 may use a 
location-determination algorithm to determine a location of 
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the computing device 100 based on nearby cellular base sta 
tions. For example, the cellular radio communication com 
ponent 106 may be configured to identify a cell from which 
the computing device 100 is receiving, or last received, signal 
from a cellular network. The cellular radio communication 
component 106 may also be configured to measure a round 
trip time (RTT) to a base station providing the signal, and 
combine this information with the identified cell to determine 
a location estimate. In another example, the cellular commu 
nication component 106 may be configured to use observed 
time difference of arrival (OTDOA) from three or more base 
stations to estimate the location of the computing device 100. 
0027. In some implementations, the computing device 
100 may include a device platform (not shown), which may 
be configured as a multi-layered Linux platform. The device 
platform may include different applications and an applica 
tion framework, as well as various kernels, libraries, and 
runtime entities. In other examples, other formats or operat 
ing systems may operate the computingg device 100 as well. 
0028. The communication link 116 is illustrated as a wired 
connection; however, wireless connections may also be used. 
For example, the communication link 116 may be a wired 
serial bus such as a universal serial bus or a parallel bus, or a 
wireless connection using, e.g., short-range wireless radio 
technology, or communication protocols described in IEEE 
802.11 (including any IEEE 802.11 revisions), among other 
possibilities. 
0029. The computing device 100 may include more or 
fewer components. Further, example methods described 
herein may be performed individually by components of the 
computing device 100, or in combination by one or all of the 
components of the computing device 100. 
0030 FIG. 2 illustrates another example computing 
device 200. The computing device 200 in FIG. 2 may be 
representative of a portion of the computing device 100 
shown in FIG. 1. In FIG. 2, the computing device 200 is 
shown to include a number of sensors such as an inertial 
measurement unit (IMU) 202 including a gyroscope 204 and 
an accelerometer 206, a global shutter (GS) camera 208, a 
rolling shutter (RS) camera 210, a front facing camera 212, an 
infrared (IR) flash 214, a barometer 216, a magnetometer 218, 
a GPS receiver 220, a WiFi/NFC/Bluetooth sensor 222, a 
projector 224, a depth sensor 226, and a temperature sensor 
228, each of which outputs to a co-processor 230. The co 
processor 230 receives input from and outputs to an applica 
tion processor 232. The computing device 200 may further 
include a second IMU 234 that outputs directly to the appli 
cation processor 232. 
0031. The IMU 202 may be configured to determine a 
Velocity, orientation, and gravitational forces of the comput 
ing device 200 based on outputs of the gyroscope 204 and the 
accelerometer 206. 
0032. The GS camera 208 may be configured on the com 
puting device 200 to be a rear facing camera, so as to face 
away from a front of the computing device 200. The GS 
camera 208 may be configured to read outputs of all pixels of 
the camera 208 simultaneously. The GS camera 208 may be 
configured to have about a 120-170 degree field of view, such 
as a fish eye sensor, for wide-angle viewing. 
0033. The RS camera 210 may be configured to read out 
puts of pixels from a top of the pixel display to a bottom of the 
pixel display. As one example, the RS camera 210 may be a 
red/green/blue (RGB) infrared (IR) 4 megapixel image sen 
sor, although other sensors are possible as well. The RS 
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camera 210 may have a fast exposure so as to operate with a 
minimum readout time of about 5.5 ms, for example. Like the 
GS camera 208, the RS camera 210 may be a rear facing 
CaCa. 

0034. The camera 212 may be an additional camera in the 
computing device 200 that is configured as a front facing 
camera, or in a direction facing opposite of the GS camera 208 
and the RS camera 210. The camera 212 may be configured to 
capture images of a first viewpoint of the computing device 
200 and the GS camera 208 and the RS camera 210 may be 
configured to capture images of a second viewpoint of the 
device that is opposite the first viewpoint. The camera 212 
may be a wide angle camera, and may have about a 120-170 
degree field of view for wide angle viewing, for example. 
0035. The IR flash 214 may provide a light source for the 
computing device 200, and may be configured to output light 
in a direction toward a rear of the computing device 200 so as 
to provide light for the GS camera 208 and RS camera 210, for 
example. In some examples, the IR flash 214 may be config 
ured to flash at a low duty cycle, such as 5 Hz, or in a 
non-continuous manner as directed by the co-processor 230 
or application processor 232. The IR flash 214 may include an 
LED light source configured for use in mobile devices, for 
example. 
0036 FIGS. 3A-3B are conceptual illustrations of a com 
puting device 300 that show a configuration of some sensors 
of the computing device 200 in FIG. 2. In FIGS. 3A-3B, the 
computing device 300 is shown as a mobile phone. The com 
puting device 300 may be similar to either of computing 
device 100 in FIG. 1 or computing device 200 in FIG. 2. FIG. 
3A illustrates a front of the computing device 300 in which a 
display 302 is provided, along with a front facing camera 304, 
and a P/L sensor opening 306 (e.g., a proximity or light 
sensor). The front facing camera 304 may be the camera 212 
as described in FIG. 2. 
0037 FIG. 3B illustrates a back 308 of the computing 
device 300 in which a rear camera 310 and another rear 
camera 314 are provided. The rear camera 310 may be the RS 
camera 210 and the rear camera 312 may be the GS camera 
208, as described in the computing device 200 in FIG. 2. The 
back 308 of the computing device 300 also includes an IR 
flash 314, which may be the IR flash 214 or the projector 224 
as described in the computing device 200 in FIG. 2. In one 
example, the IR flash 214 and the projector 224 may be one in 
the same. For instance, a single IR flash may be used to 
perform the functions of the IR flash 214 and the projector 
224. In another example, the computing device 300 may 
include a second flash (e.g., an LED flash) located near the 
rear camera 310 (not shown). A configuration and placement 
of the sensors may be helpful to provide desired functionality 
of the computing device 300, for example, however other 
configurations are possible as well. 
0038 Referring back to FIG. 2, the barometer 216 may 
include a pressure sensor, and may be configured to determine 
air pressures and altitude changes. 
0039. The magnetometer 218 may be configured to pro 
vide roll, yaw, and pitch measurements of the computing 
device 200, and can be configured to operate as an internal 
compass, for example. In some examples, the magnetometer 
218 may be a component of the IMU 202 (not shown). 
0040. The GPS receiver 220 may be similar to the GPS 
receiver 108 described in the computing device 100 of FIG.1. 
In further examples, the GPS 220 may also output timing 
signals as received from GPS satellites or other network enti 
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ties. Such timing signals may be used to synchronize col 
lected data from sensors across multiple devices that include 
the same satellite timestamps. 
0041. The WiFi/NFC/Bluetooth sensor 222 may include 
wireless communication components configured to operate 
according to WiFi and Bluetooth standards, as discussed 
above with the computing device 100 of FIG. 1, and accord 
ing to NFC standards to establish wireless communication 
with another device via contact or coming into close proxim 
ity with the other device. 
0042. The projector 224 may be or include a structured 
light projector that has a laser with a pattern generator to 
produce a dot pattern in an environment. The projector 224 
may be configured to operate in conjunction with the RS 
camera 210 to recover information regarding depth of objects 
in the environment, such as three-dimensional (3D) charac 
teristics of the objects. For example, the separate depth sensor 
226 may be configured to capture video data of the dot pattern 
in 3D under ambient light conditions to sense a range of 
objects in the environment. The projector 224 and/or depth 
sensor 226 may be configured to determine shapes of objects 
based on the projected dot pattern. By way of example, the 
depth sensor 226 may be configured to cause the projector 
224 to produce a dot pattern and cause the RS camera 210 to 
capture an image of the dot pattern. The depth sensor 226 may 
then process the image of the dot pattern, use various algo 
rithms to triangulate and extract 3D data, and output a depth 
image to the co-processor 230. 
0043. The temperature sensor 228 may be configured to 
measure a temperature or temperature gradient, such as a 
change in temperature, for example, of an ambient environ 
ment of the computing device 200. 
0044) The co-processor 230 may be configured to control 

all sensors on the computing device 200. In examples, the 
co-processor 230 may control exposure times of any of cam 
eras 208, 210, and 212 to match the IR flash 214, control the 
projector 224 pulse sync, duration, and intensity, and ingen 
eral, control data capture or collection times of the sensors. 
The co-processor 230 may also be configured to process data 
from any of the sensors into an appropriate format for the 
application processor 232. In some examples, the co-proces 
sor 230 merges all data from any of the sensors that corre 
sponds to a same timestamp or data collection time (or time 
period) into a single data structure to be provided to the 
application processor 232. 
0045. The application processor 232 may be configured to 
control other functionality of the computing device 200, such 
as to control the computing device 200 to operate according to 
an operating system or any number of software applications 
stored on the computing device 200. The application proces 
sor 232 may use the data collected by the sensors and received 
from the co-processor to perform any number of types of 
functionality. The application processor 232 may receive out 
puts of the co-processor 230, and in some examples, the 
application processor 232 may receive raw data outputs from 
other sensors as well, including the GS camera 208 and the 
RS camera 210. 

0046. The second IMU 234 may output collected data 
directly to the application processor 232, which may be 
received by the application processor 232 and used to trigger 
other sensors to begin collecting data. As an example, outputs 
of the second IMU 234 may be indicative of motion of the 
computing device 200, and when the computing device 200 is 
in motion, it may be desired to collect image data, GPS data, 
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etc. Thus, the application processor 232 can trigger other 
sensors through communication signaling on common buses 
to collect data at the times at which the outputs of the IMU234 
indicate motion. 

0047. The computing device 200 shown in FIG. 2 may 
include a number of communication buses between each of 
the sensors and processors. For example, the co-processor 
230 may communicate with each of the IMU 202, the GS 
camera 208, and the RS camera 212 over an inter-integrated 
circuit (I2C) bus that includes a multi-master serial single 
ended bus for communication. The co-processor 230 may 
receive raw data collected, measured, or detected by each of 
the IMU 202, the GS camera 208, and the RS camera 212 over 
the same I2C bus or a separate communication bus. The 
co-processor 230 may communicate with the application pro 
cessor 232 over a number of communication buses including 
a serial peripheral interface (SPI) bus that includes a synchro 
nous serial data link that may operate in full duplex mode, the 
I2C bus, and a mobile industry processor interface (MIPI) 
that includes a serial interface configured for communicating 
camera or pixel information. Use of various buses may be 
determined based on need of speed of communication of data 
as well as bandwidth provided by the respective communica 
tion bus, for example. 
0048 FIG. 4 is a block diagram of an example method for 
synchronizing data received from multiple sensors of a 
device, in accordance with at least Some embodiments 
described herein. Method 400 shown in FIG. 4 presents an 
embodiment of a method that, for example, could be used 
with the computing device 100 in FIG. 1, the computing 
device 200 in FIG. 2, or the computing device 300 in FIG.3, 
for example, or may be performed by a combination of any 
components of the computing device 100 in FIG. 1, the com 
puting device 200 in FIG. 2, or the computing device 300 in 
FIG. 3. Method 400 may include one or more operations, 
functions, or actions as illustrated by one or more of blocks 
402-412. Although the blocks are illustrated in a sequential 
order, these blocks may in some instances be performed in 
parallel, and/or in a different order than those described 
herein. Also, the various blocks may be combined into fewer 
blocks, divided into additional blocks, and/or removed based 
upon the desired implementation. 
0049. In addition, for the method 400 and other processes 
and methods disclosed herein, the flowchart shows function 
ality and operation of one possible implementation of present 
embodiments. In this regard, each block may represent a 
module, a segment, or a portion of program code, which 
includes one or more instructions executable by a processor 
for implementing specific logical functions or steps in the 
process. The program code may be stored on any type of 
computer readable medium, for example, such as a storage 
device including a disk or hard drive. The computer readable 
medium may include a non-transitory computer readable 
medium, for example, Such as computer-readable media that 
stores data for short periods of time like register memory, 
processor cache and Random Access Memory (RAM). The 
computer readable medium may also include other non-tran 
sitory media, such as secondary or persistent long term stor 
age, like read only memory (ROM), optical or magnetic disks, 
compact-disc read only memory (CD-ROM), for example. 
The computer readable media may also be any other volatile 
or non-volatile storage systems. The computer readable 
medium may be considered a computer readable storage 
medium, a tangible storage device, or other article of manu 
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facture, for example. The program code (or data for the code) 
may also be stored or provided on other media including 
communication media, Such as a wireless communication 
media, for example. 
0050. In addition, for the method 400 and other processes 
and methods disclosed herein, each block in FIG. 4 may 
represent circuitry that is wired to perform the specific logical 
functions in the process. 
0051) Functions of the method 400 may be fully per 
formed by a computing device, or may be distributed across 
multiple computing devices and/or a server. In some 
examples, the computing device may receive information 
from sensors of the computing device, or where the comput 
ing device is a server the information can be received from 
another device that collects the information. The computing 
device could further communicate with a server to receive 
information from sensors of other devices, for example. The 
method 400 may further be performed by a device that has an 
application processor configured to function based on an 
operating system and a co-processor configured to receive 
data from a plurality of sensors of the device. The sensors may 
include any sensors as described above in any of FIG. 1, FIG. 
2, or FIGS. 3A-3B, for example, including an IMU, a global 
shutter camera, a rolling shutter camera, a structured light 
projector, a depth camera, an infrared flash, a barometer, a 
magnetometer, and a temperature sensor. 
0052 At block 402, the method 400 includes determining 
an interrupt by a given sensor of the plurality of sensors of the 
device. The interrupt is indicative of the given sensor having 
data for output. As an example, the co-processor may receive 
a signal from the sensor indicating the interrupt, such as a 
signal including a flag set to true. The sensor may send the 
signal once the sensor has data for output, for example, after 
performing a sensing function. A sensor may have data for 
output based on the sensor performing data collection inter 
nally, or based on being triggered to perform a data collection. 
0053 At block 404, the method 400 includes providing, 
by the co-processor, a timestamp of the interrupt by the given 
sensor that is indicative of a time that the given sensor has data 
for output. For instance, at the time the co-processor deter 
mines the interrupt, the co-processor generates a timestamp 
for the interrupt, and stores the timestamp with the interrupt, 
and with other metadata indicating the sensor providing the 
interrupt. In this way, the co-processor marks an exact time at 
which the sensor collected data. 
0054 As another example, for cameras, an image capture 
may not occurat a discrete point in time due to image capture 
requiring time to expose an image. It may be desired to 
determine a timestamp of the image that corresponds to a 
beginning, middle, or ending of the exposure. For an RS 
camera, for example, which exposes from top to bottom, atop 
portion of the image occurs earlier in time than a bottom 
portion of the image, and the image may be associated with 
only one timestamp, and so the co-processor can generate a 
timestamp at a center exposure time to minimize a time dif 
ference between a top and bottom portion of the image. The 
co-processor may know an exposure time of the camera and 
can generate the timestamp to be at a center exposure time 
based on an average of exposure times of the camera once 
triggered to capture an image, for example. 
0055. At block 406, the method 400 includes receiving, by 
the co-processor, the data for output from the given sensor. 
Thus, after generating the timestamp, the co-processor can 
retrieve the data from the sensor. The data may be provided 
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from the sensor to the co-processor along any number of 
communication buses within the computing device. The data 
transmission can occur over a time period, e.g., about 10-30 
ms. Thus, the co-processor can request the data from the 
sensor that corresponds to the interrupt. Timestamping and 
data retrieval are performed separately because a query for 
sensor data may be slow and take time, and accurate times 
tamps may be required for data processing. Thus, the interrupt 
is used as a flag to generate the timestamp, and then a data 
fetch is Subsequently performed. 
0056. At block 408, the method 400 includes associating 
the timestamp of the interrupt by the given sensor with the 
received data from the given sensor. In this manner, the co 
processor can associate a time at which the data was collected 
by the sensor with the data, rather than associating a time of 
receipt of the data at the co-processor as the data collection 
time. Since the data transmission from the sensor to the co 
processor consumes sometime, an exact timestamp at time of 
data collection by the sensor is provided based on the times 
tamp of the previously received interrupt. 
0057. At block 410, the method 400 includes associating 
together data received from the plurality of sensors into data 
structures based on timestamps of the data as provided by the 
co-processor. For example, the co-processor may receive data 
from many sensors of the device, and the data can be orga 
nized based on timestamps generated for interrupts as pro 
vided by the co-processor. For data received by the co-pro 
cessor from sensors and associated with an interrupt 
timestamp of the same time, such data can be associated 
together or formatted together into one data structure. 
0058. The data can be formatted into any number of types 
of data structures. In one example, the data may be stored into 
one file indicating a type of data, a sensor that collected the 
data, and a timestamp for the data. In another example, the 
data can be formatted into an image frame format data struc 
ture, where data is stored as pixel values for the given times 
tamp. The image frame format may take the form of a trans 
port datatype of “RGB or “YUV for traditional 
transmission across a camera interface. 
0059. At block 412, the method 400 includes providing, 
by the co-processor, the data structures to the application 
processor in sequence based on the timestamps of the data. 
The application processor may then receive the data in 
sequence as the data is collected. 
0060. Within examples, using the method 400 in FIG. 4, 
accurate timing of data collection by sensors is provided 
based on timestamps provided by the co-processor that is 
dedicated to timestamp/synchronize all sensor data. Func 
tionality performed based on the synchronized sensor data 
may be performed by the application processor. All sensor 
data is synchronized based on the same time clock since all 
data is timestamped by the same co-processor that runs 
according to a master clock so as to provide a hardware level 
time synchronization. In addition, the timestamp is generated 
based on the interrupt, and so the timestamp is the time of data 
collection by the sensor rather than the time of data receipt at 
the co-processor. 
0061. In some examples, the method 400 may further 
include providing, by the co-processor, data received from an 
IMU to the application processor prior to associating together 
the data received from the plurality of sensors into the data 
structures, and Subsequently providing the data structures to 
the application processor. An IMU may collect data at a 
higher frequency than other sensors, and the IMU data may be 
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more useful to the application processor than other data. 
Thus, the co-processor can generate timestamps for IMU 
data, retrieve the IMU data, and immediately provide the 
IMU data to the application processor ahead of other data 
associated with the same timestamp so that the application 
processor can have the data to perform time-sensitive func 
tions. 
0062. The computing device may include a bus for com 
munication between the application processor and the co 
processor, and another bus for communication between the 
co-processor and the sensors that has a latency less than 
communication on between the application processor and the 
co-processor. In some instances, the co-processor may 
receive data from the IMU and provide the data to the appli 
cation processor on the same bus so as to provide the data 
more quickly to the application processor. The bus may be an 
SPIbus as a fast low-latency communication channel for IMU 
data. The data structures, which are a larger amount of data, 
can then be assembled and provided to application processor 
on the I2C bus, for example, which allows for larger band 
widths of data transmission. The application processor may 
benefit by receiving the IMU data alone quickly, for example. 
0063. In further examples, the device may include mul 

tiple cameras the co-processor may provide a trigger signal to 
a first camera requesting data output from the first camera. 
The trigger signal can be received by other cameras of the 
device via the first camera, so as to cause capture of images in 
synchrony. As examples, one camera may be an RS camera 
and another camera may be a GS camera. The trigger signal 
can be provided to the GS camera at about a center exposure 
time of the RS camera so as to cause exposure of the GS 
camera at about the center exposure time of the RS camera. 
0064. The sensors may also include a red-green-blue 
(RGB) camera and an infrared (IR) sensor. The IR sensor may 
be configured to output data at a frequency that is less than an 
output frequency of the RGB camera. Thus, when associating 
together data form the sensors, data output by the IR sensor 
can be interleaved within data output by the RGB camera 
based on timestamps of the respective data as provided by the 
co-processor. As an example, about four frames of image data 
may be received from the camera for every one frame of depth 
data from the IR sensor. 
0065. In further examples, sensors may output data at a 

first frequency data can be associated together by the co 
processor into data structures at a second frequency that is 
less than the first frequency. For example, data may be output 
by the sensors faster than a camera framerate used to transmit 
data, and thus, the co-processor may provide most recent 
IMU data samples (which may be configured to run at 120 
HZ) within the data structure at a slower frequency so as to 
provide multiple samples of IMU data within one data struc 
ture. 

0066. In some examples, the sensors may include a buffer 
to store recently collected data, and the sensors may provide 
current data collected as well as previous data for output to the 
co-processor. The previous data may be redundant data 
received for error correction, since the previous data was 
likely received previously by the co-processor. For instance, 
the IMU may have a running buffer of redundant IMU data, 
and instead of just pulling latest data from the IMU, the 
co-processor can collect all data from the buffer to receive a 
most recent X number of samples from the IMU. If a frame of 
data is ever missed or corrupted during data transmission, the 
redundant data received by the co-processor received in a next 
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frame of data can be used to fill in missing data. As an 
example, if the computing device were rotating 30 degrees 
per second, and a frame of data was missed, an exact location 
and orientation of the computing device may not be known 
(i.e., the location? orientation estimate may be now a few 
degrees off from where the device is actually located). By 
providing redundant data, lost or missing data from the IMU 
can be identified to make corrections to any location? orienta 
tion estimates of the device. 
0067 FIG. 5A is an example timing diagram conceptually 
illustrating synchronizing data received from multiple sen 
sors of a device. As shown, a sensor 502 may provide an 
interrupt to a co-processor 504, at which time the co-proces 
Sor 504 will generate a timestamp. A number of sensors may 
provide interrupts to the co-processor 504 simultaneously or 
at various intervals, and upon receipt of an interrupt, the 
co-processor 504 will generate an associated timestamp. The 
co-processor 504 may then request the data from the sensor 
502 corresponding to the interrupt, and subsequently receive 
the data from the sensor 502. In other examples, the co 
processor 504 may not need to request the data from the 
sensor 502 as the sensor 502 will provide the data after pro 
viding an interrupt. Upon receipt of the sensor data, the co 
processor may associate the timestamp with the respective 
data by matching interrupt timestamps to corresponding sen 
Sor data, and then combine sensor data per timestamp into a 
single data structure per timestamp. The co-processor 504 
may subsequently provide the data structures to an applica 
tion processor 506 in sequence. 
0068 FIG. 5B is another example timing diagram concep 
tually illustrating synchronizing data received from multiple 
sensors of a device. In FIG.5B, the sensor 502 may provide an 
interrupt to the co-processor 504, at which time the co-pro 
cessor 504 will generate a timestamp. A number of sensors 
may provide interrupts to the co-processor 504 simulta 
neously or at various intervals, and upon receipt of an inter 
rupt, the co-processor 504 will generate an associated times 
tamp. The co-processor 504 may then request the data from 
the sensor 502 corresponding to the interrupt, and subse 
quently the sensor 502 may forward the data to the application 
processor 508. The co-processor 504 may then send the 
timestamp data to the application processor 508. Upon receipt 
of the data, the application processor 508 may associate the 
timestamp with the respective data by matching interrupt 
timestamps to corresponding sensor data, and then combine 
sensor data per timestamp into a single data structure per 
timestamp. 
0069 FIG. 6 is another example timing diagram concep 
tually illustrating synchronizing data received from multiple 
sensors of a device. In FIG. 6, two timelines are shown that 
correspond to a timeline of data output by an IMU, and a time 
axis of a co-processor. The IMU may output data at intervals 
as shown along the IMU data time axis. Each IMU data packet 
is timestamped with respect to the co-processor time axis 
based on a data ready interrupt provided by the IMU to the 
co-processor. 
0070. Example RS exposure and GS exposure times for an 
RS camera and GS camera are shown along the co-processor 
time axis as well. Since the RS exposure occurs from a top to 
a bottom of the image, the exposure is over a longer time 
period than exposure of the GS camera. The RS camera may 
operate at a frequency of 30 Hz, for example. A GS camera 
trigger time is set to coincide with an exposure of the center 
scanline of the RS camera so that centers of the GS camera 
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and RS camera exposures are time aligned. For example, the 
RS camera may require 30 ms to capture animage, and the GS 
camera may only require 20 ms, and thus, the GStrigger time 
can be set to be 5 ms after the RS exposure time so that the 
centers of the GS camera and RS camera exposure times are 
aligned. The trigger time for the GS camera may then be as 
follows 

GSTrigger time=RS exposure start time--/3 RS expo 
Sure time-1/2 GS exposure time 

0071. The center scanline of the cameras is the timestamp 
produced for the camera images by the co-processor as deter 
mined from a timestamped end of a camera readout and 
Subtracting a deterministic readout and exposure time for the 
frame, for example. 
0072 The co-processor captures data from both cameras 
and IMU in a synchronized manner, and then combines the 
data into a data structure to be provided to an application 
processor. The data structures may be in an image frame 
format. FIG. 6 illustrates that a single frame includes an 
image from the RS camera, an image from the GS camera, 
and about four to five outputs from the IMU. Since the IMU 
runs faster than the cameras, the IMU data will be accumu 
lated more quickly and can be provided separately to the 
application processor for immediate use, for example. 
0073. Thus, IMU data may be recorded as soon as a packet 

is ready and time stamped at a frame rate of the IMU (i.e., if 
the IMU is set at 100 Hz mode, then IMU packets may be 
read-out at 100 HZ, and corresponding co-processor times 
tamps on the IMU packets can occur at 100 Hz). The IMU 
data may then be time-aligned with an image frame in which 
the IMU data is packed. In examples, a first IMU data packet 
in a frame corresponds with an image trigger time of the GS 
camera. In other examples, the table below shows a sample set 
of images and IMU data packed into frames when the camera 
is running at 30 Hz (approximated as 33 ms delta t in the 
table), and the IMU is running at 120 Hz (approximated as 8 
ms delta t in the table). 

Image frame 
Image frame 1 Image frame 2 3 (GS): Image frame 4 
(GS): tS Oms (GS): ts 33 ms ts 66 ms (GS): ts 99 ms 

IMUpkt 1:ts 3 ms IMUpkt 5:ts 35 ms IMUpkt 9: IMUpkt 13: 
tS 67 ms ts 99ms 

IMUpkt 2: ts 11 ms IMUpkt 6: ts 43 ms IMUpkt 10: IMUpkt 14: 
tS 75 ms ts 107 ms 

IMUpkt3:ts 19 ms IMUpkt 7:ts 51 ms IMUpkt 11: IMUpkt 15: 
ts 83 ms ts 115 ms 

IMUpkt 4:ts 27 ms IMUpkt 8:ts 59 ms IMUpkt 12: IMUpkt 16: 
tS 91 ms ts 123 ms 

0074 Both the RS camera and the GS camera may be time 
stamped with respect to the co-processor time axis at a begin 
ning of their respective exposure. Both the RS camera and the 
GS camera exposure times are also recorded to compute a 
beginning, middle, and end of exposure. 
0075. In further examples, image frames may include 
additional data as well. Such as data from previous frames. As 
an example, frame 2 may include all data for frame 2 as well 
as all data within frame 1, and the redundancy of resending 
data from frame 1 within frame 2 can be used for error 
correction or data verifications. 
0076. Within examples described herein, data output from 
sensors can be associated with an exact timestamp of the data 
corresponding to the time the data was collected by the sen 
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sors, and data from multiple sensors can be synchronized into 
data structures. In some examples, this enables synchroniza 
tion of data indicating motion of the device (e.g., data output 
by a gyroscope) with camera images. Sensor data from all 
sensors of a device can be accurately synchronized to take a 
readout of the sensors and match data from all sensors that 
was collected at the same time together into a data structure 
without any software timestamp delays or inaccuracies, for 
example. 
0077. It should be understood that arrangements described 
herein are for purposes of example only. As such, those 
skilled in the art will appreciate that other arrangements and 
other elements (e.g. machines, interfaces, functions, orders, 
and groupings of functions, etc.) can be used instead, and 
Some elements may be omitted altogether according to the 
desired results. Further, many of the elements that are 
described are functional entities that may be implemented as 
discrete or distributed components or in conjunction with 
other components, in any Suitable combination and location, 
or other structural elements described as independent struc 
tures may be combined. 
0078 While various aspects and embodiments have been 
disclosed herein, other aspects and embodiments will be 
apparent to those skilled in the art. The various aspects and 
embodiments disclosed herein are for purposes of illustration 
and are not intended to be limiting, with the true scope being 
indicated by the following claims, along with the full scope of 
equivalents to which such claims are entitled. It is also to be 
understood that the terminology used herein is for the purpose 
of describing particular embodiments only, and is not 
intended to be limiting. 
What is claimed is: 
1. A method performed by a device having an application 

processor configured to function based on an operating sys 
tem and a co-processor configured to receive data from a 
plurality of sensors of the device, the method comprising: 

determining an interrupt by a given sensor of the plurality 
of sensors of the device, wherein the interrupt is indica 
tive of the given sensor having data for output; 

providing, by the co-processor, a timestamp of the interrupt 
by the given sensor that is indicative of a time that the 
given sensor has data for output; 

receiving, by the co-processor, the data for output from the 
given sensor, 

associating the timestamp of the interrupt by the given 
sensor with the received data from the given sensor; 

associating together data received from the plurality of 
sensors into data structures based on timestamps of the 
data as provided by the co-processor; and 

providing, by the co-processor, the data structures to the 
application processor in sequence based on the times 
tamps of the data. 

2. The method of claim 1, further comprising wherein the 
data structures comprise an image frame format. 

3. The method of claim 1, wherein one of the plurality of 
sensors comprises an inertial measurement unit (IMU), and 
wherein the method further comprises: 

providing, by the co-processor, data received from the IMU 
to the application processor prior to associating together 
the data received from the plurality of sensors into the 
data structures; and 

Subsequently providing the data structures to the applica 
tion processor. 
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4. The method of claim 1, wherein the device includes a 
first bus for communication between the application proces 
Sorand the co-processor, and a second bus for communication 
between the co-processor and the plurality of sensors, 
wherein the second bus is configured for communication 
having a latency less than communication on the firstbus, and 
wherein the method further comprises: 

providing, by the co-processor, data received from an iner 
tial measurement unit (IMU) of the plurality of sensors 
to the application processor via the second bus; and 

providing, by the co-processor, the data structures to the 
application processor via the first bus. 

5. The method of claim 1, further comprising receiving 
previous data for output by the given sensor from a buffer of 
the given sensor in addition to the data for output from the 
given sensor, wherein the previous data is redundant data 
received for error correction. 

6. The method of claim 5, wherein the given sensor is 
configured to output data at a first frequency, and the method 
further comprises: 

associating together, by the co-processor, data received 
from the plurality of sensors into data structures at a 
second frequency, wherein the first frequency is greater 
than the second frequency; and 

providing the received previous data for output from the 
buffer of the given sensor in the data structures. 

7. The method of claim 1, wherein the plurality of sensors 
of the device includes multiple cameras, and wherein the 
method further comprises: 

providing, by the co-processor, a trigger signal to a first 
camera of the multiple cameras, wherein the trigger 
signal requests data output from the first camera, 
wherein the trigger signal is received by other cameras 
of the multiple cameras via the first camera, so as to 
cause capture of images in synchrony. 

8. The method of claim 7, wherein the first camera is a 
rolling shutter camera and a second camera is a global shutter 
camera, and the method further comprises: 

providing the trigger signal to the second camera at about 
a center exposure time of the first camera So as to cause 
exposure of the second camera at about the center expo 
sure time of the first camera. 

9. The method of claim 1, wherein the plurality of sensors 
include a red-green-blue (RGB) camera and an infrared (IR) 
sensor, and wherein the RGB camera is configured to output 
data at a first frequency and the IR sensor is configured to 
output data at a second frequency that is less than the first 
frequency, and the method further comprises: 

interleaving data output by the IR sensor within data output 
by the RGB camera based on timestamps of the respec 
tive data as provided by the co-processor. 

10. The method of claim 1, wherein the plurality of sensors 
include an inertial measurement unit (IMU), a global shutter 
camera, a rolling shutter camera, a structured light projector, 
a depth camera, an infrared flash, a barometer, a magnetom 
eter, and a temperature sensor. 

11. The method of claim 1, wherein the plurality of sensors 
includes three cameras, wherein a first camera is a front 
facing camera, and a second camera and a third camera are 
each rear facing cameras, wherein the front facing camera is 
configured to capture images of a first viewpoint of the device 
and the rear facing cameras are configured to capture images 
of a second viewpoint of the device that is opposite the first 
viewpoint. 
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12. The method of claim 1, wherein the given sensor 
includes a GPS sensor configured to output data indicative of 
a location of the device and a timestamp of the location as 
received from network entity, and the method further com 
prising: 

associating the location and the timestamp into a given data 
structure based on the timestamp of the location as 
received from the network entity. 

13. A computer readable memory configured to store 
instructions that, when executed by a device having an appli 
cation processor configured to function based on an operating 
system and a co-processor configured to receive data from a 
plurality of sensors of the device, cause the device to perform 
functions comprising: 

determining an interrupt by a given sensor of the plurality 
of sensors of the device, wherein the interrupt is indica 
tive of the given sensor having data for output; 

providing, by the co-processor, a timestamp of the interrupt 
by the given sensor that is indicative of a time that the 
given sensor has data for output; 

receiving, by the co-processor, the data for output from the 
given sensor, 

associating the timestamp of the interrupt by the given 
sensor with the received data from the given sensor; 

associating together data received from the plurality of 
sensors into data structures based on timestamps of the 
data as provided by the co-processor; and 

providing, by the co-processor, the data structures to the 
application processor in sequence based on the times 
tamps of the data. 

14. The computer readable memory of claim 13, wherein 
one of the plurality of sensors comprises an inertial measure 
ment unit (IMU), and wherein the function further comprise: 

providing, by the co-processor, data received from the IMU 
to the application processor prior to associating together 
the data received from the plurality of sensors into the 
data structures; and 

Subsequently providing the data structures to the applica 
tion processor. 

15. The computer readable memory of claim 13, wherein 
the functions further comprise: 

receiving previous data for output by the given sensor from 
a buffer of the given sensor in addition to the data for 
output from the given sensor, wherein the previous data 
is redundant data received for error correction; and 

associating together, by the co-processor, the received pre 
vious data for output from the buffer of the given sensor 
in the data structures. 

16. The computer readable memory of claim 13, wherein 
the plurality of sensors of the device includes a rolling shutter 
camera and a global shutter camera, and the functions further 
comprise: 

providing, by the co-processor, a trigger signal to the roll 
ing shutter camera at about a centerexposure time of the 
rolling shutter camera, wherein the trigger signal 
requests data output from the rolling shutter camera, 

wherein the trigger signal is received by the global shutter 
camera via the rolling shutter camera So as to cause 
capture of images by the rolling shutter camera and the 
global shutter camera at about the center exposure time 
of the rolling shutter camera. 

17. The computer readable memory of claim 13, wherein 
the plurality of sensors include a red-green-blue (RGB) cam 
era and an infrared (IR) sensor, and wherein the RGB camera 
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is configured to output data at a first frequency and the IR 
sensor is configured to output data at a second frequency that 
is less than the first frequency, and the functions further com 
prise: 

interleaving data output by the IR sensor within data output 
by the RGB camera based on timestamps of the respec 
tive data as provided by the co-processor. 

18. A device comprising: 
an application processor configured to function based on 

an operating System; 
a plurality of sensors; and 
a co-processor configured to receive data from the plurality 

of sensors, and wherein the co-processor is configured to 
perform functions comprising: 
determine an interrupt by a given sensor of the plurality 

of sensors, wherein the interrupt is indicative of the 
given sensor having data for output; 

provide a timestamp of the interrupt by the given sensor 
that is indicative of a time that the given sensor has 
data for output; 

receive the data for output from the given sensor, 
associate the timestamp of the interrupt by the given 

sensor with the received data from the given sensor, 
associate together data received from the plurality of 

sensors into data structures based on timestamps of 
the data as provided by the co-processor, and 

provide the data structures to the application processor 
in sequence based on the timestamps of the data. 

19. The device of claim 18, wherein the co-processor is 
configured to associate together the data received from the 
plurality of sensors into the data structures having an image 
frame format. 

20. The device of claim 18, wherein one of the plurality of 
sensors comprises an inertial measurement unit (IMU), and 
wherein the co-processor is further configured to: 
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provide data received from the IMU to the application 
processor prior to associating together the data received 
from the plurality of sensors into the data structures; and 

Subsequently providing the data structures to the applica 
tion processor. 

21. The device of claim 18, further comprising: 
a first bus for communication between the application pro 

cessor and the co-processor, and 
a second bus for communication between the co-processor 

and the plurality of sensors, wherein the second bus is 
configured for communication having a latency less than 
communication on the first bus, and 

wherein the co-processor is configured to provide data 
received from an inertial measurement unit (IMU) of the 
plurality of sensors to the application processor via the 
second bus and provide the data structures to the appli 
cation processor via the first bus. 

22. A method performed by a device having an application 
processor configured to function based on an operating sys 
tem and a co-processor configured to receive data from a 
plurality of sensors of the device, the method comprising: 

determining an interrupt by a given sensor of the plurality 
of sensors of the device, wherein the interrupt is indica 
tive of the given sensor having data for output; 

providing, by the co-processor, a timestamp of the interrupt 
by the given sensor that is indicative of a time that the 
given sensor has data for output; 

providing, by the co-processor, the timestamp to the appli 
cation processor, 

receiving, by the application-processor, the data for output 
from the given sensor; 

associating the timestamp of the interrupt by the given 
sensor with the received data from the given sensor, and 

associating together data received from the plurality of 
sensors into data structures based on timestamps of the 
data as provided by the co-processor. 

k k k k k 


