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METHODS AND SYSTEMIS FOR 
GENERATING AMAP INCLUDING SPARSE 
AND DENSE MAPPING INFORMATION 

BACKGROUND 

0001 Unless otherwise indicated herein, the materials 
described in this section are not prior art to the claims in this 
application and are not admitted to be prior art by inclusion in 
this section. 
0002. A map may exist as a visual representation of an 
area, which may highlight relationships between elements of 
that space Such as objects, regions, and themes. Typically, a 
map may present information in a static two-dimensional 
(2D) format, which may be a geometrically accurate repre 
sentation of a three-dimensional (3D) space. A map may be 
configured to illustrate a room, a building, a neighborhood, 
etc. Similarly, a map may also range in the amount of infor 
mation encompassed within the map as well. 

SUMMARY 

0003. The present application discloses embodiments that 
relate to methods and systems for generating a map including 
sparse and dense mapping information. 
0004. In one aspect, an example method is described, 
which may be performed by a device configured with a plu 
rality of sensors. The method may include receiving one or 
more outputs of the plurality of sensors at a first position of 
the device in an environment, and the one or more outputs 
comprise a first set of data corresponding to one or more 
visual features of the environment associated with the first 
position. The method may further include generating, based 
on correspondence in the one or more outputs of the plurality 
of sensors, a map of the environment comprising sparse map 
ping data indicative of the first set of data. The method may 
also include receiving one or more additional outputs of the 
plurality of sensors at a second position of the device in the 
environment, and the one or more additional outputs com 
prise a second set of data corresponding to one or more visual 
features of the environment associated with the second posi 
tion. The method may further comprise modifying the map of 
the environment to further comprise sparse mapping data 
indicative of the second set of data. The method may addi 
tionally include receiving dense mapping information via one 
or more of the plurality of sensors, and the dense mapping 
information comprises data corresponding to objects in the 
environment in a manner representative of a relative structure 
of the objects in the environment. The method may also 
include modifying the map of the environment to comprise 
the dense mapping information. 
0005. In another aspect, a non-transitory computer read 
able storage medium having stored therein instructions, that 
when executed by a computing device, cause the computing 
device to perform functions. The functions may include 
receiving one or more outputs of the plurality of sensors at a 
first position of the device in an environment, and the one or 
more outputs comprise a first set of data corresponding to one 
or more visual features of the environment associated with the 
first position. The functions may further include generating, 
based on correspondence in the one or more outputs of the 
plurality of sensors, a map of the environment comprising 
sparse mapping data indicative of the first set of data. The 
functions may also include receiving one or more additional 
outputs of the plurality of sensors at a second position of the 
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device in the environment, and the one or more additional 
outputs comprise a second set of data corresponding to one or 
more visual features of the environment associated with the 
second position. The functions may further comprise modi 
fying the map of the environment to further comprise sparse 
mapping data indicative of the second set of data. The func 
tions may additionally include receiving dense mapping 
information via one or more of the plurality of sensors, and 
the dense mapping information comprises data correspond 
ing to objects in the environment in a manner representative 
of a relative structure of the objects in the environment. The 
functions may also include modifying the map of the envi 
ronment to comprise the dense mapping information. 
0006. In a further aspect, a system is provided that com 
prises at least one processor, a plurality of sensors, and a 
memory having stored thereon instructions that, upon execu 
tion by the at least one processor, cause the system to perform 
functions. The functions may include receiving one or more 
outputs of the plurality of sensors at a first position of the 
device in an environment, and the one or more outputs com 
prise a first set of data corresponding to one or more visual 
features of the environment associated with the first position. 
The functions may further include generating, based on cor 
respondence in the one or more outputs of the plurality of 
sensors, a map of the environment comprising sparse map 
ping data indicative of the first set of data. The functions may 
also include receiving one or more additional outputs of the 
plurality of sensors at a second position of the device in the 
environment, and the one or more additional outputs com 
prise a second set of data corresponding to one or more visual 
features of the environment associated with the second posi 
tion. The functions may further comprise modifying the map 
of the environment to further comprise sparse mapping data 
indicative of the second set of data. The functions may addi 
tionally include receiving dense mapping information via one 
or more of the plurality of sensors, and the dense mapping 
information comprises data corresponding to objects in the 
environment in a manner representative of a relative structure 
of the objects in the environment. The functions may also 
include modifying the map of the environment to comprise 
the dense mapping information. 
0007. The foregoing summary is illustrative only and is 
not intended to be in any way limiting. In addition to the 
illustrative aspects, embodiments, and features described 
above, further aspects, embodiments, and features will 
become apparent by reference to the figures and the following 
detailed description. 

BRIEF DESCRIPTION OF THE FIGURES 

0008 FIG. 1 is a functional block diagram depicting an 
example computing device. 
0009 FIG. 2 illustrates another in accordance with an 
example embodiment. 
0010 FIGS. 3A-3B illustrate an example computing 
device. 

0011 FIG. 4 is a flow chart of an example method for 
generating a map. 
0012 FIG. 5 is a conceptual illustration of an example 
computing device displaying an example map. 
0013 FIG. 6 is a conceptual illustration of an example 
computing device displaying another example map. 
0014 FIG. 7 is another conceptual illustration of an 
example computing device displaying another example map. 
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0015 FIG. 8 is a conceptual illustration of an example 
cloud network in communication with example computing 
devices. 

DETAILED DESCRIPTION 

0016. The following detailed description describes vari 
ous features and functions of the disclosed systems and meth 
ods with reference to the accompanying figures. In the fig 
ures, similar symbols identify similar components, unless 
context dictates otherwise. The illustrative system and 
method embodiments described herein are not meant to be 
limiting. It may be readily understood that certain aspects of 
the disclosed systems and methods can be arranged and com 
bined in a wide variety of different configurations, all of 
which are contemplated herein. 
0017. Within examples, a computing device, such as a 
mobile device, may include a plurality of sensors configured 
to capture information corresponding to the device's environ 
ment. Based on the environment information captured by the 
sensors, the computing device may be configured to develop 
a map of the environment. In particular, the computing device 
may generate the map utilizing various methods and/or sys 
tems, which may include generating a map to encompass a 
sparse mapping based on basic visual features in the environ 
ment and modifying the generated map with sparse mapping 
to further include dense mapping information that provides 
data corresponding to the structure and/or other parameters of 
objects in the environment. The computing device may 
modify the map based on the outputs of sensors meeting a 
correspondence threshold, which may include using feature 
matching analysis and/or other correspondence measuring 
methods. 
0.018. In one example implementation, a computing 
device may perform a method that may include receiving 
outputs of the sensors based on a first or initial position of the 
device in the environment. The received outputs may provide 
data corresponding to visual features of the environment at 
the first position. Visual features may be distinct features of 
the environment that the sensors of the computing device may 
be able to track as the computing device changes position 
and/or orientation. For example, the sensors may detect and 
track corners of walls/buildings, edges of objects, and other 
distinct features within the environment. 
0019 Based on correspondence in the outputs of multiple 
sensors, the computing device may generate a sparse map 
ping that may include the data obtained from the visual fea 
tures of the environment at the first position. The computing 
device may be configured to determine a correspondence 
between the outputs in sensors to ensure the accuracy of the 
information captured (e.g., Verify that sensors are calibrated). 
Likewise, the computing device may use different types of 
correspondence between sensors to determine if the comput 
ing device should use the outputs of the sensors. For example, 
the computing device may use some format of feature match 
ing to determine if the outputs of multiple sensors provide 
information relating to the same features in the environment. 
0020. In addition, the computing device may also use 
varying degrees of thresholds associated with determining 
correspondence between the outputs of sensors. For example, 
the computing device may require a threshold amount regard 
ing the feature matching within images captured by sensors. 
Likewise, the computing device may use feature tracking 
associated with computer vision techniques to determine 
matches above a predefined threshold, which may vary within 
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examples. The computing device may be configured to 
require different thresholds of correspondence based on the 
type of thresholds and/or how recent the various sensors may 
have been calibrated, for example. 
0021. In order to further develop the sparse mapping to 
encompass more information, the device may receive addi 
tional sensor outputs when the device is located at a second 
position in the environment. In particular, the sensors may 
capture new information when the device is located at a new 
position, which may vary slightly from the first position or 
may be a larger variation, for example. Likewise, the sensors 
may capture new informationata second position that may be 
the same as the first position. In some instances, the comput 
ing device may receive sensor outputs continuously as the 
device changes position and/or orientation within the envi 
rOnment. 

0022. The additional sensor outputs may provide the com 
puting device with data corresponding to visual features of 
the environment at the second position. In some instances, the 
device may capture the same visual features in the second 
position as the first position (e.g., if the device slightly moves 
between positions). As a result, tracking visual features 
within the environment may enable a computing device to 
determine its location, which may also contribute to develop 
ing the computing device's sparse mapping data. For 
example, the device may modify the sparse mapping data to 
include the data corresponding to visual features in the sec 
ond position. In the case that the visual features possibly 
overlap, the computing device may aggregate the data to 
develop its map or may filter the data in other ways. Such as 
selecting the information more recently received to include 
within the map. 
0023. In addition, the computing device may further 
develop the sparse mapping through configuring the sparse 
mapping to include dense mapping information. To illustrate, 
the computing device may receive dense mapping informa 
tion from sensors, such as depth cameras and a structured 
light unit, for example. The dense mapping information may 
include data that captures and represents structure of objects 
in the environment. The dense mapping may capture details 
about objects in the environment that the sparse mapping may 
not include, for example. The computing device may modify 
its map (e.g., sparse mapping) to include the dense mapping 
information. 
0024. In an example implementation, a computing device 
may develop multiple representations of a 3D environment, 
which may be configured into a map format. In particular, the 
computing device may develop a first level made up of sparse 
mapping data, which may be captured by device sensors as 
the computing device moves. The first level that includes 
sparse mapping data may exist as a framework of data points, 
but may not be recognizable as corresponding to room and/or 
objects. Rather, the sparse mapping data may provide data 
points corresponding to estimates of visual features tracked in 
the environment as the computing device changes position. 
0025. In addition, within the example implementation, the 
computing device may develop an additional layer to config 
ure with the first level made up of sparse mapping data. The 
additional layer may include data points that provide a dense 
representation of the environment. For example, a primary 
Source of dense representation may correspond to depth data, 
which may be captured by the computing device by using a 
structured light sensor. For instance, the computing device 
may capture depth data through using a depth camera, which 
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may provide depth images to the computing device. The 
computing device may reconstruct3D geometry of the envi 
ronment captured in the depth images using reconstruction 
Software and/or processes. 
0026. Further, the computing device may further use esti 
mated trajectory information to configure 3D segments of 
environments into a global object, which may exist in map 
format, for example. Particularly, the computing device may 
change positions to capture various segments of environ 
ments using sensors and may configure the various segments 
into a global map. In some instances, the computing device 
may be configured to determine whether depth data received 
from sensors is indicative of unwanted noise. The computing 
device may remove depth data that corresponds to noise. 
Likewise, the computing device may also aggregate multiple 
depth images from various orientations and/or positions to 
reduce the amount of depth data used that corresponds to 
O1SC. 

0027. In a further aspect, the computing device may send 
and/or receive map data with other devices and/or servers 
(e.g., cloud network). Within examples, the computing device 
may provide or receive sparse mapping information, dense 
mapping information, and/or a combination to other entities. 
In particular, the computing device may receive map data that 
may correspond to environments that the computing device 
has not actually captured map data within. The cloud network 
and/or other devices may provide new map data that may be 
used by the computing device to modify and/or update its 
map. In such an example, the computing device may be 
capable of determining its location using map data despite 
may not have visited the particular environment previously. 
To determine its location, the computing device may use 
various techniques and/or data, such as outputs from sensors 
and/or the generated map. 
0028. As previously indicated, a cloud (e.g., server) may 
receive map data from devices, which the cloud may store in 
memory for access by the computing device. In an example 
implementation, the cloud may aggregate map data from 
multiple devices to create and update a major map or multiple 
maps, which the cloud may share with computing devices. 
The cloud's map may include information provided from any 
number of devices and may be continuously updated through 
receiving new map data from devices. 
0029 Referring now to the figures, FIG. 1 illustrates an 
example computing device 100. In some examples, compo 
nents illustrated in FIG.1 may be distributed across multiple 
computing devices. However, for the sake of example, the 
components are shown and described as part of one example 
computing device 100. The computing device 100 may be or 
include a mobile device (such as a mobile phone), desktop 
computer, laptop computer, email/messaging device, tablet 
computer, or similar device that may be configured to perform 
the functions described herein. Generally, the computing 
device 100 may be any type of computing device or transmit 
ter that is configured to transmit data or receive data in accor 
dance with methods and functions described herein. 

0030 The computing device 100 may include an interface 
102, a wireless communication component 104, a cellular 
radio communication component 106, a global position sys 
tem (GPS) receiver 108, sensor(s) 110, data storage 112, and 
processor(s) 114. Components illustrated in FIG. 1 may be 
linked together by a communication link 116. The computing 
device 100 may also include hardware to enable communi 
cation within the computing device 100 and between the 
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computing device 100 and other computing devices (not 
shown). Such as a server entity. The hardware may include 
transmitters, receivers, and antennas, for example. 
0031. The interface 102 may be configured to allow the 
computing device 100 to communicate with other computing 
devices (not shown), such as a server. Thus, the interface 102 
may be configured to receive input data from one or more 
computing devices, and may also be configured to send out 
put data to the one or more computing devices. The interface 
102 may be configured to function according to a wired or 
wireless communication protocol. In some examples, the 
interface 102 may includebuttons, a keyboard, a touchscreen, 
speaker(s) 118, microphone(s) 120, and/or any other ele 
ments for receiving inputs, as well as one or more displays, 
and/or any other elements for communicating outputs. 
0032. The wireless communication component 104 may 
be a communication interface that is configured to facilitate 
wireless data communication for the computing device 100 
according to one or more wireless communication standards. 
For example, the wireless communication component 104 
may include a Wi-Fi communication component that is con 
figured to facilitate wireless data communication according 
to one or more IEEE 802.11 standards. As another example, 
the wireless communication component 104 may include a 
Bluetooth communication component that is configured to 
facilitate wireless data communication according to one or 
more Bluetooth standards. Other examples are also possible. 
0033. The cellular radio communication component 106 
may be a communication interface that is configured to facili 
tate wireless communication (voice and/or data) with a cel 
lular wireless base station to provide mobile connectivity to a 
network. The cellular radio communication component 106 
may be configured to connect to a base station of a cell in 
which the computing device 100 is located, for example. 
0034. The GPS receiver 108 may be configured to estimate 
a location of the computing device 100 by precisely timing 
signals sent by GPS satellites. 
0035. The sensor(s) 110 may include one or more sensors, 
or may represent one or more sensors included within the 
computing device 100. Example sensors include an acceler 
ometer, gyroscope, pedometer, light sensors, microphone, 
camera(s), infrared flash, barometer, magnetometer, GPS, 
Wi-Fi, near field communication (NFC), Bluetooth, projec 
tor, depth sensor, temperature sensors, or other location and/ 
Or COInteXt-aWare SenSOrS. 

0036. The data storage 112 may store program logic 122 
that can be accessed and executed by the processor(s) 114. 
The data storage 112 may also store data collected by the 
sensor(s) 110, or data collected by any of the wireless com 
munication component 104, the cellular radio communica 
tion component 106, and the GPS receiver 108. 
0037. The processor(s) 114 may be configured to receive 
data collected by any of sensor(s) 110 and performany num 
ber of functions based on the data. As an example, the pro 
cessor(s) 114 may be configured to determine one or more 
geographical location estimates of the computing device 100 
using one or more location-determination components. Such 
as the wireless communication component 104, the cellular 
radio communication component 106, or the GPS receiver 
108. The processor(s) 114 may use a location-determination 
algorithm to determine a location of the computing device 
100 based on a presence and/or location of one or more 
known wireless access points within a wireless range of the 
computing device 100. In one example, the wireless location 
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component 104 may determine the identity of one or more 
wireless access points (e.g., a MAC address) and measure an 
intensity of signals received (e.g., received signal strength 
indication) from each of the one or more wireless access 
points. The received signal strength indication (RSSI) from 
each unique wireless access point may be used to determine a 
distance from each wireless access point. The distances may 
then be compared to a database that stores information 
regarding where each unique wireless access point is located. 
Based on the distance from each wireless access point, and 
the known location of each of the wireless access points, a 
location estimate of the computing device 100 may be deter 
mined. 

0038. In another instance, the processor(s) 114 may use a 
location-determination algorithm to determine a location of 
the computing device 100 based on nearby cellular base sta 
tions. For example, the cellular radio communication com 
ponent 106 may be configured to identify a cell from which 
the computing device 100 is receiving, or last received, signal 
from a cellular network. The cellular radio communication 
component 106 may also be configured to measure a round 
trip time (RTT) to a base station providing the signal, and 
combine this information with the identified cell to determine 
a location estimate. In another example, the cellular commu 
nication component 106 may be configured to use observed 
time difference of arrival (OTDOA) from three or more base 
stations to estimate the location of the computing device 100. 
0039. In some implementations, the computing device 
100 may include a device platform (not shown), which may 
be configured as a multi-layered Linux platform. The device 
platform may include different applications and an applica 
tion framework, as well as various kernels, libraries, and 
runtime entities. In other examples, other formats or operat 
ing systems may operate the computingg device 100 as well. 
0040. The communication link 116 is illustrated as a wired 
connection; however, wireless connections may also be used. 
For example, the communication link 116 may be a wired 
serial bus such as a universal serial bus or a parallel bus, or a 
wireless connection using, e.g., short-range wireless radio 
technology, or communication protocols described in IEEE 
802.11 (including any IEEE 802.11 revisions), among other 
possibilities. 
0041. The computing device 100 may include more or 
fewer components. Further, example methods described 
herein may be performed individually by components of the 
computing device 100, or in combination by one or all of the 
components of the computing device 100. 
0042 FIG. 2 illustrates another example computing 
device 200. The computing device 200 in FIG. 2 may be 
representative of a portion of the computing device 100 
shown in FIG. 1. In FIG. 2, the computing device 200 is 
shown to include a number of sensors such as an inertial 
measurement unit (IMU) 202 including a gyroscope 204 and 
an accelerometer 206, a global shutter (GS) camera 208, a 
rolling shutter (RS) camera 210, a front facing camera 212, an 
infrared (IR) flash 214, a barometer 216, a magnetometer 218, 
a GPS receiver 220, a WiFi/NFC/Bluetooth sensor 222, a 
projector 224, a depth sensor 226, and a temperature sensor 
228, each of which outputs to a co-processor 230. The co 
processor 230 receives input from and outputs to an applica 
tion processor 232. The computing device 200 may further 
include a second IMU 234 that outputs directly to the appli 
cation processor 232. 
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0043. The IMU 202 may be configured to determine a 
Velocity, orientation, and gravitational forces of the comput 
ing device 200 based on outputs of the gyroscope 204 and the 
accelerometer 206. 
0044) The GS camera 208 may be configured on the com 
puting device 200 to be a rear facing camera, so as to face 
away from a front of the computing device 200. The GS 
camera 208 may be configured to read outputs of all pixels of 
the camera 208 simultaneously. The GS camera 208 may be 
configured to have about a 120-170 degree field of view, such 
as a fish eye sensor, for wide-angle viewing. 
0045. The RS camera 210 may be configured to read out 
puts of pixels from a top of the pixel display to a bottom of the 
pixel display. As one example, the RS camera 210 may be a 
red/green/blue (RGB) infrared (IR) 4 megapixel image sen 
sor, although other sensors are possible as well. The RS 
camera 210 may have a fast exposure so as to operate with a 
minimum readout time of about 5.5 ms, for example. Like the 
GS camera 208, the RS camera 210 may be a rear facing 
CaCa. 

0046. The camera 212 may be an additional camera in the 
computing device 200 that is configured as a front facing 
camera, or in a direction facing opposite of the GS camera 208 
and the RS camera 210. The camera 212 may be configured to 
capture images of a first viewpoint of the computing device 
200 and the GS camera 208 and the RS camera 210 may be 
configured to capture images of a second viewpoint of the 
device that is opposite the first viewpoint. The camera 212 
may be a wide angle camera, and may have about a 120-170 
degree field of view for wide angle viewing, for example. 
0047. The IR flash 214 may provide a light source for the 
computing device 200, and may be configured to output light 
in a direction toward a rear of the computing device 200 so as 
to provide light for the GS camera 208 and RS camera 210, for 
example. In some examples, the IR flash 214 may be config 
ured to flash at a low duty cycle, such as 5 Hz, or in a 
non-continuous manner as directed by the co-processor 230 
or application processor 232. The IR flash 214 may include an 
LED light source configured for use in mobile devices, for 
example. 
0048 FIGS. 3A-3B are conceptual illustrations of a com 
puting device 300 that show a configuration of some sensors 
of the computing device 200 in FIG. 2. In FIGS. 3A-3B, the 
computing device 300 is shown as a mobile phone. The com 
puting device 300 may be similar to either of computing 
device 100 in FIG. 1 or computing device 200 in FIG. 2. FIG. 
3A illustrates a front of the computing device 300 in which a 
display 302 is provided, along with a front facing camera 304, 
and a P/L sensor opening 306 (e.g., a proximity or light 
sensor). The front facing camera 304 may be the camera 212 
as described in FIG. 2. 
0049 FIG. 3B illustrates a back 308 of the computing 
device 300 in which a rear camera 310 and another rear 
camera 314 are provided. The rear camera 310 may be the RS 
camera 210 and the rear camera 312 may be the GS camera 
208, as described in the computing device 200 in FIG. 2. The 
back 308 of the computing device 300 also includes an IR 
flash 314, which may be the IR flash 214 or the projector 224 
as described in the computing device 200 in FIG. 2. In one 
example, the IR flash 214 and the projector 224 may be one in 
the same. For instance, a single IR flash may be used to 
perform the functions of the IR flash 214 and the projector 
224. In another example, the computing device 300 may 
include a second flash (e.g., an LED flash) located near the 
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rear camera 310 (not shown). A configuration and placement 
of the sensors may be helpful to provide desired functionality 
of the computing device 300, for example, however other 
configurations are possible as well. 
0050 Referring back to FIG. 2, the barometer 216 may 
include a pressure sensor, and may be configured to determine 
air pressures and altitude changes. 
0051. The magnetometer 218 may be configured to pro 
vide roll, yaw, and pitch measurements of the computing 
device 200, and can be configured to operate as an internal 
compass, for example. In some examples, the magnetometer 
218 may be a component of the IMU 202 (not shown). 
0052. The GPS receiver 220 may be similar to the GPS 
receiver 108 described in the computing device 100 of FIG.1. 
In further examples, the GPS 220 may also output timing 
signals as received from GPS satellites or other network enti 
ties. Such timing signals may be used to synchronize col 
lected data from sensors across multiple devices that include 
the same satellite timestamps. 
0053. The WiFi/NFC/Bluetooth sensor 222 may include 
wireless communication components configured to operate 
according to WiFi and Bluetooth standards, as discussed 
above with the computing device 100 of FIG. 1, and accord 
ing to NFC standards to establish wireless communication 
with another device via contact or coming into close proxim 
ity with the other device. 
0054 The projector 224 may be or include a structured 
light projector that has a laser with a pattern generator to 
produce a dot pattern in an environment. The projector 224 
may be configured to operate in conjunction with the RS 
camera 210 to recover information regarding depth of objects 
in the environment, such as three-dimensional (3D) charac 
teristics of the objects. For example, the separate depth sensor 
226 may be configured to capture video data of the dot pattern 
in 3D under ambient light conditions to sense a range of 
objects in the environment. The projector 224 and/or depth 
sensor 226 may be configured to determine shapes of objects 
based on the projected dot pattern. By way of example, the 
depth sensor 226 may be configured to cause the projector 
224 to produce a dot pattern and cause the RS camera 210 to 
capture an image of the dot pattern. The depth sensor 226 may 
then process the image of the dot pattern, use various algo 
rithms to triangulate and extract 3D data, and output a depth 
image to the co-processor 230. 
0055. The temperature sensor 228 may be configured to 
measure a temperature or temperature gradient, such as a 
change in temperature, for example, of an ambient environ 
ment of the computing device 200. 
0056. The co-processor 230 may be configured to control 

all sensors on the computing device 200. In examples, the 
co-processor 230 may control exposure times of any of cam 
eras 208, 210, and 212 to match the IR flash 214, control the 
projector 224 pulse sync, duration, and intensity, and ingen 
eral, control data capture or collection times of the sensors. 
The co-processor 230 may also be configured to process data 
from any of the sensors into an appropriate format for the 
application processor 232. In some examples, the co-proces 
sor 230 merges all data from any of the sensors that corre 
sponds to a same timestamp or data collection time (or time 
period) into a single data structure to be provided to the 
application processor 232. 
0057 The application processor 232 may be configured to 
control other functionality of the computing device 200, such 
as to control the computing device 200 to operate according to 
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an operating system or any number of software applications 
stored on the computing device 200. The application proces 
sor 232 may use the data collected by the sensors and received 
from the co-processor to perform any number of types of 
functionality. The application processor 232 may receive out 
puts of the co-processor 230, and in some examples, the 
application processor 232 may receive raw data outputs from 
other sensors as well, including the GS camera 208 and the 
RS camera 210. 

0058. The second IMU 234 may output collected data 
directly to the application processor 232, which may be 
received by the application processor 232 and used to trigger 
other sensors to begin collecting data. As an example, outputs 
of the second IMU 234 may be indicative of motion of the 
computing device 200, and when the computing device 200 is 
in motion, it may be desired to collect image data, GPS data, 
etc. Thus, the application processor 232 can trigger other 
sensors through communication signaling on common buses 
to collect data at the times at which the outputs of the IMU234 
indicate motion. 
0059. The computing device 200 shown in FIG. 2 may 
include a number of communication buses between each of 
the sensors and processors. For example, the co-processor 
230 may communicate with each of the IMU 202, the GS 
camera 208, and the RS camera 212 over an inter-integrated 
circuit (I2C) bus that includes a multi-master serial single 
ended bus for communication. The co-processor 230 may 
receive raw data collected, measured, or detected by each of 
the IMU 202, the GS camera 208, and the RS camera 212 over 
the same I2C bus or a separate communication bus. The 
co-processor 230 may communicate with the application pro 
cessor 232 over a number of communication buses including 
a serial peripheral interface (SPI) bus that includes a synchro 
nous serial data link that may operate in full duplex mode, the 
I2C bus, and a mobile industry processor interface (MIPI) 
that includes a serial interface configured for communicating 
camera or pixel information. Use of various buses may be 
determined based on need of speed of communication of data 
as well as bandwidth provided by the respective communica 
tion bus, for example. 
0060 FIG. 4 is a flow chart of a method 400 for generating 
a map using information provided by sensors. Other example 
methods for generating a map using information provided by 
sensors may exist as well. 
0061 The method 400 may include one or more opera 
tions, functions, or actions as illustrated by one or more of 
blocks 402-412. Although the blocks are illustrated in a 
sequential order, these blocks may in some instances be per 
formed in parallel, and/or in a different order than those 
described herein. Also, the various blocks may be combined 
into fewer blocks, divided into additional blocks, and/or 
removed based upon the desired implementation. 
0062. In addition, for the method 400 and other processes 
and methods disclosed herein, the flowchart shows function 
ality and operation of one possible implementation of present 
embodiments. In this regard, each block may represent a 
module, a segment, or a portion of program code, which 
includes one or more instructions executable by a processor 
for implementing specific logical functions or steps in the 
process. The program code may be stored on any type of 
computer readable medium or memory, for example, such as 
a storage device including a disk or hard drive. The computer 
readable medium may include a non-transitory computer 
readable medium, for example, Such as computer-readable 
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media that stores data for short periods of time like register 
memory, processor cache and Random Access Memory 
(RAM). The computer readable medium may also include 
non-transitory media or memory, such as secondary or per 
sistent long term storage, like read only memory (ROM), 
optical or magnetic disks, compact-disc read only memory 
(CD-ROM), for example. The computer readable media may 
also be any other Volatile or non-volatile storage systems. The 
computer readable medium may be considered a computer 
readable storage medium, a tangible storage device, or other 
article of manufacture, for example. 
0063. Furthermore, for the method 400 and other pro 
cesses and methods disclosed herein, each block in FIG. 4 
may represent circuitry that is wired to perform the specific 
logical functions in the process. 
0064. At block 402, the method 400 may include receiving 
one or more outputs of the plurality of sensors at a first 
position of the device in an environment. In particular, a 
computing device may receive sensor outputs that provide a 
first set of data corresponding to visual features of the envi 
ronment associated with the first position. 
0065. Within examples, any type of computing device, 
such as the example devices shown in FIGS. 1-2 and FIGS. 
3A-3B, may be configured to receive information captured 
within sensor outputs, which may be provided from a variety 
of sensors. For example, a computing device may include 
system components and sensors, such as gyroscopes, accel 
erometers, cameras (GS/RS), barometers, magnetometers, 
projectors, depth sensors, temperature sensors, global posi 
tioning system (GPS), Wi-Fi sensors, near-field communica 
tion (NFC) sensors, and Bluetooth sensors, etc. 
0066. The various sensors may capture different types of 
information corresponding to the environment. For example, 
the camera system may be configured to capture images of the 
environment, which may include images that include depth 
information. The computing device's camera system may be 
configured to provide a large amount of information within 
images and may provide the information at a fast acquisition 
rate. Likewise, a computing device may include an IMU unit 
that capture measurements related to the movements of the 
computing device. Further, the computing device may utilize 
a GPS to determine the location of the computing device 
based on global coordinates and/or may receive other infor 
mation from other devices and/or severs using a Wi-Fi sensor, 
a near-field communication (NFC) sensor and/or a Bluetooth 
sensor. In addition, the computing device may include various 
sensors dedicated to capturing other types of information. 
0067. During operation, the computing device may ana 
lyze the information provided by the various sensors based on 
the type of sensors, for example. In one such illustration of 
utilizing outputs from multiple types of sensors, the comput 
ing device may evaluate the images captured by the camera 
system along with the device's motion information as pro 
vided by the IMU unit. Combining the information provided 
within the images and the motion information, the computing 
device may determine a pose (e.g., position and orientation) 
of the computing device in an environment, for example. 
Likewise, in another example, the computing device may 
utilize information captured by a depth camera and a color 
camera to generate images that encompass both depth and the 
corresponding colors relating to the depth. Other examples of 
analyzing and using the outputs provided by device sensors 
may exist as well. 
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0068. In addition, the computing device may be config 
ured to associate a relative position and/or orientation of the 
device with information as the information may be captured 
by sensors. For example, the computing device may receive 
information relating to an environment from device sensors 
and associate the information with the global coordinates of 
the device as indicated by GPS receive at the moment of 
reception. Consequently, as the computing device changes 
position and/or orientation (e.g., the user moves the device), 
the sensors may continue receive to capture information 
about the Surrounding environment and the computing device 
may receive the environment in a logical context that may 
enable the computing device to analyze the incoming infor 
mation. To further illustrate, the computing device may start 
capturing data points corresponding to an environment after 
the device is initially powered on, but the computing device 
may recognize that the incoming data points may relate to 
previously received data points based on the position and/or 
orientation of the device in the environment, which may be 
based on a direction of gravity as provided by an IMU unit. 
0069. In an example implementation, the computing 
device may receive outputs (e.g., a first set of data) from 
various sensors at a first (e.g., initial) position in the environ 
ment. The sensors may receive the information in a manner 
that logically links (e.g., some form of correspondence) the 
various sensors providing information to the computing 
device, for instance. In contrast, in another example, the com 
puting device may be configured to sort through the informa 
tion received to determine possible links. In addition, for 
example purposes, the computing device receiving informa 
tion at a first position may include any types of environment, 
including but not limited to, outdoor environments, inside 
buildings, inside vehicles, and other places, etc. As a general 
matter, as long as the device may access the environment, the 
device sensors may be configured to capture information 
corresponding to the environment. 
0070. To further illustrate, the sensor outputs may provide 
the computing device with measurements relating to objects 
within the environment at the first position, for example. For 
example, the computing device may receive outputs that pro 
vide information corresponding to visual features in the envi 
ronment. The visual features may represent distinct features 
within the environment, Such as corners or other portions of 
objects or buildings, etc., that sensors may quickly and effi 
ciently capture information about. 
0071. In some aspects, the sensors may capture informa 
tion corresponding to visual features in the environment dur 
ing a first analysis of the environment by the sensors. The 
sensors may acquire data points corresponding to the more 
distinct features of the environment (e.g., visual features) 
prior to capturing data points corresponding to Smaller, less 
distinctive features in the same environment. The few data 
points corresponding to distinct features in the environment 
may correspond to a sparse mapping of the environment, 
which may encompass a basic layout of distinct features in the 
environment. 

0072. In addition, different device sensors may track the 
visual features as the computing device changes orientation 
and/or position (e.g., pose) within the environment. Tracking 
the visual features may enable a computing device to deter 
mine its pose relative to features and/or other segments of an 
environment. Further, tracking the distinct features in the 
environment may include the sensors providing at least some 
data points to the computing device corresponding to the 
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distinct features. As the computing device changes position or 
orientation in an environment, the sensors may still track the 
computing device's relative position and/or orientation 
within the environment, which may be useful for determining 
the location of the computing device. Tracking the orientation 
of the device in the environment may include determining the 
computing device's orientation relative to a direction of grav 
ity. For example, the computing device may receive gravita 
tional information from an IMU unit and utilize the gravita 
tional information for tracking a location of the computing 
device. Likewise, the sensors may track the visual features to 
derive more information corresponding to objects and/or the 
environment, Such as distances between objects, the comput 
ing device and objects, etc. 
0073. In one example implementation, a device may track 
visual features in the environment using one type of sensor 
and capture information using other types of sensors. Like 
wise, the device may utilize multiple sensors to track features 
and/or capture information. 
0074 At block 404, the method 400 may further include 
generating, based on correspondence in the one or more out 
puts of the plurality of sensors, a map of the environment 
comprising sparse mapping data indicative of the first set of 
data. In particular, a computing device may generate the map 
of the environment to include sparse mapping data that 
includes the first set of data captured by the sensors that 
corresponds to the visual features of the environment associ 
ated with the device in the first position. 
0075 Generating a map of the environment that includes 
sparse mapping databased on sensor outputs may include the 
computing device executing various map generation tech 
niques and/or Software. For example, a computing device 
may receive information corresponding to the 3D environ 
ment from the various sensors (e.g., cameras) and may covert 
the information into a 2D representation. The conversion 
from 3D information into a 2D map may involve the comput 
ing device utilizing projection processes and/or computer 
vision Software, for example. 
0076. In an example implementation, the computing 
device may develop a map based on sparse mapping data that 
reflects the position and/or alignment of the distinct visual 
features in the environment relative to the computing device 
as captured by the sensors when the device initially started 
receiving map data at a first position. The sparse mapping data 
may encompass data points indicative of the visual features 
(e.g., distinct features of objects) within the environment as 
derived from the outputs of the devices sensors. In one such 
example, the computing device may be configured to gener 
ate a map based on sparse mapping data simultaneously as the 
computing device receives other types of information (e.g., 
dense mapping information) corresponding to the environ 
ment from the sensors. In another example, the computing 
device may be configured to gather and aggregate outputs 
from the sensors corresponding to the environment prior to 
generating a map using sparse mapping to reflect some of the 
basic aspects of the device's environment. 
0077. The computing device may be configured to gener 
ate a map based on the outputs of the sensors corresponding in 
Some manner, which may include capturing information from 
the same features in the environment. Likewise, the comput 
ing device may further require the outputs of the sensors to 
correspond based on Some threshold, which may be pre 
defined within examples. For example, the computing device 
may require the outputs involve the same features beyond a 
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predefined threshold. Other examples of correspondence, 
including techniques for determining correspondence 
between sensors, may exist as well. 
0078. In one example aspect, a computing device may 
generate a map of the environment using sparse mapping in a 
manner that establishes graphic representations of environ 
ment information for display on the device, which may 
include using spatial relationships as received within the 
sparse mapping data to represent Some relationships (e.g., 
distances between rooms). The sparse mapping data may 
show relationships that may exist between objects and/or 
different positions of the computing device, for example. 
0079. In an example implementation, the generated map 
of the environment may include data corresponding to the 
visual features and no other features. In other implementa 
tions, the computing device may configure map to include 
sparse mapping that provides map data corresponding to 
additional elements of the environment in addition to the 
visual features. 

0080. In a further aspect, upon generating a map based on 
sparse mapping data received from sensors, the computing 
device may store the generated map within memory located 
on the device and/or remotely on a cloud (e.g., server). For 
example, the computing device may store the generated 
sparse mapping within an application, which may be closed 
and opened by the computing device. In addition, the device 
may send the sparse mapping data and/or any generated maps 
to other devices and/or a cloud (e.g., server) for the other 
entities use. Other examples of sparse mapping storage may 
exist as well. 

I0081. At block 406, the method 400 may include receiving 
one or more additional outputs of the plurality of sensors at a 
second position of the device in the environment. To further 
illustrate, a computing device may receive a second set of data 
corresponding to visual features of the environment associ 
ated with the second position of the device. In particular, a 
computing device may receive additional sparse mapping 
data corresponding to other environments, for example. 
0082. A computing device capturing information for gen 
erating a map may change orientation and/or position while 
capturing environment information through sensors. In an 
example, the computing device may be configured to deter 
mine when the device changes position and/or orientation, 
which may include factoring in the direction of gravity. Fur 
ther, the computing device may be configured to track any the 
changes in the device's pose (e.g., position and orientation) 
when receiving new sets of information from the sensors. The 
computing device may factor any changes into the reception 
of new information and may use the device's pose when 
analyzing received sensor outputs. Using the device's posi 
tion and/or orientation information (e.g., IMU outputs) may 
further allow the computing device to organize incoming map 
data. The computing device may further require a correspon 
dence in the outputs to determine whether or not sparse map 
ping data may be accurately reflecting the environment of the 
device. 

I0083. In particular, as previously indicated, a computing 
device may receive information corresponding to a first por 
tion of the environment and then may receive additional infor 
mation from sensors that may correspond to a second or new 
portion of the environment. The computing device may be 
configured to continue to receive environment information 
from sensors and may use the information for map genera 



US 2015/0193971 A1 

tion. For instance, the computing device may receive addi 
tional sparse mapping data at different environments. 
0084. In particular, a computing device performing the 
method 400 or similar methods may receive outputs from 
sensors as the device changes orientation and/or position in 
the environment. As described herein, the computing device 
may receive outputs from sensors at a second position after 
receiving outputs at an initial position. In one example, a 
device may receive outputs corresponding to the environment 
at a first position and then receive outputs from the sensors 
corresponding to the environment at the same position. The 
difference may be just a variation in time between the two 
gatherings of information. 
0085. As discussed, the device may include sensors that 
may be configured to track visual features or other points in 
the environment as the device changes pose relative to the 
environment. In an example, a device may receive outputs at 
a first position and then Subsequently receive additional out 
puts at a second position. The differences between the first 
position and second position in the environment may vary 
slightly to no differences, or may vary significantly. The range 
of variation between the device receiving outputs from sen 
sors may vary among different implementations. 
I0086. At block 408, the method 400 may further include 
modifying the map of the environment to further comprise 
sparse mapping data indicative of the second set of data. 
Within examples, the computing device may continue to 
build and/or refine its generated map based on incoming map 
data as provided by the device's sensors. For example, the 
computing device may receive additional sparse mapping 
data corresponding to an environment and may modify the 
generated map based on the received additional sparse map 
ping data. For instance, modifying the generated map may 
include adding, removing, and/or combining map data as 
executed by the computing device. 
0087. In an example implementation, a computing device 
may receive the outputs from one or more device sensors that 
correspond to various environments. Within the outputs, a 
computing device may receive sparse mapping data, which 
may include data points indicative of visual features within 
the various environments. The computing device may receive 
different sparse mapping data as the device changes position 
and/or orientation relative to the environment. For example, 
the sensors of a moving computing device may receive vari 
ous map data, Such as sparse mapping data, corresponding to 
the different environments. Even slight changes in orientation 
and/or position of the computing device may cause the sen 
sors to receive different map data. As the computing device 
receives the new map data (e.g., sparse mapping data), the 
computing device may modify the stored generated map 
based on the incoming new map data. 
0088 For instance, the computing device may receive 
sparse mapping data that corresponds to visual features of an 
environment when the device may be positioned and/or ori 
entated at first position and may also receive sparse mapping 
data that corresponds to visual features of a different environ 
ment when the device may be positioned and/or orientated at 
a different position. 
0089. In addition, the computing device may be config 
ured to generate a map of the multiple environments based on 
the different sets of sparse mapping data received. In another 
example, the computing device may generate multiple maps, 
which may occur when the environments may be distinct 
from each other (e.g., far away). Likewise, the computing 

Jul. 9, 2015 

device may modify the generated map of the environment to 
further include the sparse mapping data acquired by the sen 
sors when the device may be located at a new position. The 
generated map may include data points corresponding to 
visual features from both the first environment and the new 
environment. This process of modifying the generated map 
based on incoming map data may be performed in an iterative 
manner by the computing. In other words, the computing 
device may continuously update its map to reflect incoming 
map data as provided by device sensors. 
0090. In another implementation, the computing device 
may use newly received sparse mapping data to further refine 
a generated map. For example, the computing device may 
determine within information provided by sensor outputs that 
the environment has changed since the last time that sparse 
mapping information was captured there. In such a situation, 
the computing device may modify the map to include some 
received sparse mapping data by changing the map based on 
previously acquired sparse mapping data to reflect the infor 
mation received in the latest outputs of that environment. 
0091 During the modification of the generated map, the 
device may use visual features as provided by sparse mapping 
data. The device may track visual features in the environment 
and/or within the sparse mapping to determine the portions of 
the sparse mapping that should be updated, added, Subtracted 
and/or refined, for example. 
0092. At block 410, the method 400 may also include 
receiving dense mapping information via one or more of the 
plurality of sensors. In particular, sensors of a computing 
device may capture dense mapping information that provides 
data corresponding to objects in the environment in a manner 
Such that dense matter information represents a relative struc 
ture of the objects in the environment. 
0093 Similar to the sparse mapping data, a computing 
device may receive dense mapping information from various 
types of sensors. For example, a camera system that includes 
a GS camera and/or a RS camera may capture dense mapping 
information for the computing device to utilize. The different 
types of cameras may use a combination of captured infor 
mation to assist in gathering dense mapping information. 
0094. In some examples, the sensors that capture dense 
mapping information may be the same sensors that capture 
the sparse mapping data. In other examples, different sensors 
may be configured to capture the dense mapping information 
than the sensors that capture the sparse mapping information. 
A computing device may be configured to determine which 
types of sensors capture the dense mapping information as 
well as the types that capture the sparse mapping data, for 
example. 
0.095 The sensors that capture dense mapping informa 
tion may be configured to capture more details of the envi 
ronment. Rather than capturing map data relating to distinct 
visual features in the environment, a sensor may be config 
ured to capture dense mapping information that corresponds 
to the structure of objects. In addition, dense mapping infor 
mation may capture data points to objects that sparse map 
ping may not include. For example, the dense mapping infor 
mation may include data points corresponding to Smaller 
objects and/or details about the objects. The computing 
device may use the dense mapping information to configure a 
generated map to include additional information, Such posi 
tions and structure of objects within the environment. 
(0096. At block 412, the method 400 may include modify 
ing the map of the environment to comprise the dense map 
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ping information. In particular, a computing device may 
modify its generated map to include dense mapping informa 
tion in addition to the sparse mapping. Modifying a generated 
map to include dense mapping information may involve the 
computing device performing various techniques and/or pro 
cesses. For example, the computing device may update a map 
based on aligning visual features within the sparse mapping 
with the same visual features as provided within the dense 
mapping information. 
0097. In one aspect, the computing device may modify the 
generated map and/or sparse mapping to further provide 
structure and positions of objects within the environment 
based on the dense mapping information captured by the 
sensors for that environment. The computing device may 
factor additional information to modify the generated map. 
Such as the computing device's pose and coordinates, for 
example. 
0098. In one example modification process, the comput 
ing device may update a map to include the dense mapping 
information during the generation of the map. For example, 
the computing device may generate a map utilizing both 
sparse mapping and dense mapping information simulta 
neously. In Such an example, the computing device may 
receive dense mapping information from sensors as the com 
puting device also receives the sparse mapping information. 
The computing device may use software to analyze the 
received information and to generate a map reflecting the 
information received. 
0099. In another example, a computing device may cap 
ture dense mapping information through using a camera 
capable of capturing depth images and some form of struc 
tured light. The computing device may utilize the light and 
camera to capture depth images, which the device may use to 
reconstruct 3D geometry information corresponding to the 
environment of the computing device as captured by the depth 
images. As the computing device changes positions and/or 
orientations, the computing device may continue to capture 
depth images and may use estimated trajectory factors to 
configure the different determined 3D geometry information 
together into a global format, which may exist as a map, for 
example. 
0100. Within the example, the computing device may also 
be configured to identify depth data indicative of noise. In 
order to reduce the amount of depth data received that may be 
a result of noise, the computing device may capture additional 
depth images, which may include capturing depth images of 
the same environment space from different positions and/or 
orientations. 
0101. In addition, in some instances, the depth images 
may not capture all the parts of an environment. This may 
occur because some textures may not be able to be measured 
using a camera. However, the computing device may capture 
the missing parts within additional depth images captured 
when the computing device is positioned at different posi 
tions and/or orientations, for example. Likewise, other sen 
sors may be utilized to capture the missing information. 
0102. In some instances, the computing device may deter 
mine dense mapping information based on previously deter 
mined sparse mapping data for the same environment. In 
addition, the computing device may use data structures, such 
as occupancy data structures, that may sub-divide an environ 
ment into regular type regions, which may exist as many 
small boxes connected to represent the environment. For 
example, for each box configured by the computing device 
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representing a small portion of the environment (e.g., 1 inch 
in size), the computing device may store a value of whether 
the box is occupied or unoccupied. The computing device 
may determine whether the various boxes should be filled or 
empty corresponding to whether an object may be located at 
that particular region of the environment. In one Such illus 
tration, a computing device may configure multiple boxes in 
a row to be filled to represent an object in the environment. 
0103 Moreover, the computing device may configure 
multiple observations of the same region in the environment 
to determine boxes that may conflict between the different 
observations. The computing device may use various tech 
niques and/or software to determine whether or not boxes 
should be filled based on conflicting observations. For 
example, the computing device may determine that more 
observations provide that respective boxes should be empty 
rather than full. In that case, the computing device may be 
configured to go with the observations that provide the box 
should be empty. 
0104. In addition, the computing device may also utilize 
visual data captured from cameras and/or other sensors to 
further generate dense mapping information. For example, 
depth sensors associated with a computing device may gen 
erate data points that may provide objects have a round shape 
(e.g., generate rounded looking objects). The computing 
device may fuse and/or configure data from a camera to 
augment 3D structure for objects, which may include edge 
info to define objects with sharper images. The sharper 
images may more closely reflect the objects as the objects 
may appear in the environment. The computing device may 
use the gathered information to detect lines within images and 
may also detect intersection of structural planes (e.g., walls to 
floors) to increase the accuracy of a generated map. 
0105. A generated map representation of various environ 
ments by a computing device may provide the computing 
device with information regarding what spaces of the envi 
ronment may be occupied or empty. Likewise, the computing 
device may utilize the information provided by a generated 
map to determine possible trajectories of the device, which 
may provide confidence to the computing device of areas in 
the environment that consist of open space and areas that may 
be occupied by physical structures. For example, the comput 
ing device may determine using a generated map that a certain 
space of the environment may be occupied by a wall and a 
nearby space may be an openhallway, free for the computing 
device to move through. 
0106. In one example implementation, a device may com 
municate with other devices via a wired or wireless link to 
send and receive sparse mapping information in between. 
Utilizing a network of devices, a device may receive sparse 
mapping corresponding to new environments, which may 
include environments that the device has never been present 
within. The network of devices may include communication 
securities and require passwords to enter, for example. 
0107. In another example, a device may utilize the updated 
generated map with sparse mapping data and/or dense map 
ping information to identify a location of the device relative to 
the environment. The computing device may analyze visual 
features within the environment based on sparse mapping 
data and/or may analyze a location based on object structure 
as provided by dense mapping information. In addition, the 
computing device may further also use information provided 
by the IMU unit and/or other sensors to further determine a 
location of the device. The information from the IMU unit 
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may provide the computing device with position and/or ori 
entation information for the device relative to objects in the 
environment and the computing device may use this informa 
tion along with the generated map to determine a location of 
the device. 

0108. In a further example implementation, a computing 
device may be equipped with a camera capable of capturing 
depth images and another camera that may be configured to 
capture color images. The two cameras may operate within a 
camera system for the computing device, which may include 
the cameras being synched together to capture images corre 
sponding to the same environment. Likewise, the camera 
system may include additional cameras. 
0109. Within the example implementation, the computing 
device may receive a depth image and a color image associ 
ated with the depth image from the camera system. The dif 
ferent images may be captured in a manner that results in a 
correspondence between the two images. In addition, the 
computing device may configure the any geometry captured 
from the depth image to be textured with the appropriate 
colors from the color image. In another example, the comput 
ing device may include a single camera capable of capturing 
both depth and color. However, the single camera may not 
capture depth and color at the same time, the computing 
device may be configured to use color information captured 
prior to or after the capture of a depth image to provide color 
to the depth image. In addition, the computing device may use 
other information to register color of image from sometime to 
provide to the depth image at any time. 
0110. In another example implementation, the computing 
device may utilize odometry to determine pose of the com 
puting device, which may be used without referencing against 
any stored data (e.g., the generated map). As the computing 
device observes odometry information and/or other types of 
information, the computing device may format the observed 
information into some format of a map. For example, the 
computing device may determine points of Wi-Fi access 
using device sensors and may further store the determined 
points of Wi-Fi access into a map format. The storage of 
Wi-Fi access into map format may be configured with the 
sparse mapping data and dense mapping information as well, 
for instance. 

0111. In yet another example implementation, a comput 
ing device may use sensor information to generate a map 
corresponding to a building. The computing device may store 
various information within the generated map, which may 
include information relating to Bluetooth, Wi-Fi, tempera 
ture, audio and/or acoustic footprints, and/or vision informa 
tion, for example. In particular, vision information may cor 
respond to points of high contrast within the environment 
(e.g., corners). In some implementations, vision information 
may be the same or similar to sparse mapping data that a 
computing device may acquire, and may include any number 
of data points corresponding to the environment. For 
example, a single camera associated with a computing device 
may collect data points corresponding to the environment and 
may relay the data points to various components of the com 
puting device. The computing device may convert the cap 
tured data points into 3D data within a map, and various 
information may captured by the 3D data, Such as features 
and/or information corresponding to the local environment. 
The computing device may add dense mapping information 
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(e.g., depth information) to build Surfaces and/or lines (e.g., 
walls and surfaces) based on the 3D data already captured 
within the map. 
0112 In addition, a computing device may use agenerated 
map to re-localize the computing device during the next time 
the device may be located within the environment and/or the 
first time the computing device may enter the environment. 
The relocalization process may provide the computing device 
with a relative mapping of the environment (e.g., measure 
ments relating to the positioning and orientation of the objects 
relative to the computing device). Furthermore, the comput 
ing device may use 3D map data to derive application behav 
ior, which may determine routes of the computing device 
and/or other information. 

0113 FIG. 5 is a conceptual illustration of an example 
computing device displaying an example map. As indicated 
within the method 400, a computing device may be config 
ured to capture information from sensors to generate a map 
including a sparse mapping of the environment. In particular, 
the computing device 500 shown in FIG.5 displays a map that 
includes sparse mapping based on distinct visual features of 
the environment as captured within information provided by 
sensors. The sparse mapping displayed by the computing 
device 500 serves as example for illustration purposes and 
may include more or less features of the environment in other 
examples. 
0114. As shown in FIG. 5, the computing device is dis 
playing a map that includes example sparse mapping data, 
which may encompass visual features corresponding to 
potential objects 502-506 and corners 508-510. Within the 
example, the sparse mapping provides data points that may 
correspond to distinct visual features in the environment, 
such as the corners 508-510 of the wall. In other examples, the 
computing device may display a generated map that includes 
more or less sparse mapping data referring to a high level 
description of an environment. For example, the computing 
device 500 may include data points corresponding to more 
visual features in the environment. 

0.115. In order to generate a map that includes the sparse 
mapping shown, the computing device 500 may receive out 
puts from device sensors. The outputs may capture informa 
tion corresponding to the environment, which may be cap 
tured by the sensors when the device is at different positions 
and/or orientations. For example, as the sensors capture map 
data while the device changes positions, the sensors may 
track certain features of the environment, such as corners 
and/or borders of objects. These certain features, also known 
as visual features, may serve as tracking points that the com 
puting device and/or sensors may utilize while gathering map 
data. 

0116. In particular, since the visual features may be dis 
tinct elements in the environment, the sensors may require 
less power and/or time to capture information corresponding 
to the features. In other words, the sensors may initially 
capture information corresponding to distinct features in the 
environment in order to generate a basic map (e.g., sparse 
mapping) of the environment that may provide basic infor 
mation. The computing device may generate a high level map 
of the environment displaying basic information dependent 
on the visual features, for example. The visual feature within 
sparse mapping may indicate positioning generally of large 
objects and may provide as an initial top layer of information 
for generating a more detailed map, as described herein. 
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0117 Likewise, the sparse mapping displayed by the com 
puting device 500 may serve as an initial map for the user, 
computing device, and/or sensors to utilize. For example, the 
computing device 500 may analyze the information captured 
within the sparse mapping, nearby visual features in the envi 
ronment, and/or device motion information from the IMU 
unit to determine the location of the device. The computing 
device may be configured to determine the pose of the device 
relative to visual features in the environment and/or using 
information captured by the IMU unit or other sensors. 
0118. As shown in FIG. 5, the sensors associated with the 
computing device may track corners of objects, bookshelves, 
walls, and/or other distinct features in the environment as the 
computing device changes orientation relative to the environ 
ment. The computing device may receive data indicative of 
the visual features from the sensors and may generate a sparse 
mapping based on the received data. 
0119. In addition, a computing device may generate a 
sparse mapping to provide boundaries and outlines of the 
environment. The visual features may serve as a base to build 
upon for the sparse mapping. For example, the computing 
device may add additional details to the sparse mapping after 
establishing the positioning, orientation, and/or other factors 
related to the visual features within the environment. 
0120 FIG. 6 illustrates another example map on a com 
puting device, in accordance with an example implementa 
tion. As displayed by the computing device 600 in FIG. 6, the 
example map includes sparse mapping data as well as dense 
mapping information. Similar to the sparse mapping shown in 
FIG. 5, the map shown by computing device 600 includes the 
visual features, such as the corners of walls and/or borders of 
objects, but also includes additional details as provided by the 
dense mapping information captured within outputs received 
from sensors. Further, the environment represented by the 
generated map shown by the device in FIG. 6 is the same 
environment as the environment as the generated map shown 
by the device in FIG. 5. However, in other examples, gener 
ated maps may correspond to different environments and/or 
may include more or less elements of the environment, for 
example. 
0121. As provided by the map shown by the example 
device, a map including dense mapping information may 
include additional information. The dense mapping informa 
tion captured by sensors may include any number of data 
points based on objects within the environment. For illustra 
tion purposes, the map displayed by the computing device 
600 includes dense mapping information that includes a large 
number of data points that correspond closely to the actual 
boundaries and positioning of objects in the environment. 
However, within other examples, a computing device may 
generate a map that includes less dense mapping information. 
For example, the map may display data points corresponding 
to additional objects in addition to the visual features shown 
within a sparse mapping of the environment. 
0122. In particular, the computing device 600 displays a 
map that includes information corresponding to a room 
within a building. To further illustrate, the example map dis 
plays data points corresponding to a table 602, a small table 
604, a door 606, and the bookshelf 608. The map includes a 
large number of data points that reflect the positioning and 
structure of the elements. For example, the generated map 
shown on computing device 600 includes data points that 
display the legs of the tables 602-604. This differs from the 
map based sparse mapping shown in FIG. 5, that displays the 
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tables as 3D blocks rather than displaying details. Similarly, 
the generated map shown in FIG. 6 also includes dense map 
ping information corresponding to the book shelf 608. 
I0123. The computing device 600 may be configured to 
capture additional dense mapping information that may cor 
respond to more objects within the environment. Likewise, 
the dense mapping information may further provide depth 
and texture to objects within the environment. The computing 
device 600 may capture the dense mapping information to 
configure into the generated map illustrated within FIG. 6 
using various techniques and/or sensors, such as using a depth 
camera along with structured light. 
0.124. In addition, the example generated map displays 
data points corresponding to a door 606, which is not shown 
within the sparse mapping of FIG. 5. The dense mapping 
information captured by sensors may capture additional 
details to an environment for a computing device to utilize 
within a generated map. The data points indicative to the door 
606 serve as an illustration of a possible detail that dense 
mapping information may capture. Other examples may exist 
as well. 
0.125. In some implementations, the map may include 
additional information and/or less information. For example, 
the map displayed by the computing device 600 may not 
include information corresponding to the bookshelf 608, 
since the bookshelf 608 may not be tracked within sensor data 
by a computing device. The computing device may configure 
generated map to include additional or less sparse mapping 
data and/or the dense mapping information to include other 
data as well. 
0.126 FIG. 7 illustrates an overview of an example map, in 
accordance with an example implementation. In the example 
shown in FIG. 7, a computing device 700 is displaying a 
developed map 702 that shows a birds-eye view of an envi 
ronment (e.g., a house). 
I0127. As shown within the example FIG. 7, the generated 
map may exist as Some format of semantic mapping, which 
may include providing identifications for various regions of 
the environment (e.g., rooms of a building). 
I0128 Specifically, the computing device 700 displays a 
map that approximately outlines the boundaries of the rooms 
in the house. In addition, the generated map 702 displayed by 
computing device 700 includes labels for the various rooms. 
A computing device may be configured to identify rooms 
based on object detection within the rooms. For example, the 
computing device may identify a bed within a room using 
sensor information and identify the room as a bedroom within 
the generated map. Further, the computing device may enable 
a user to further identify objects and/or space as shown in a 
generated map. This may enable a user to customize a map 
generated based on the user's house, for example. 
I0129. Furthermore, the map 702 also includes a dot 704 
that indicates the location of the computing device 700 
according to the map 702. The map 702 may use other means 
to provide the location of the computing device 700. The 
location may be based on information captured by sensors, 
such as the IMU unit, and/or object detection based on the 
generated map, for example. 
0.130. In an example implementation, a user may view the 
overview map 702 as provided by the computing device 700 
to determine a location of the computing device 700 as indi 
cated by the location dot 704. For example, the computing 
device 700 may have been turned off and may be configured 
to determine a location after being powered back on. The 
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computing device 700 may utilize information provided by 
the map 702 to determine its location. In particular, the com 
puting device 700 may also utilize information captured by 
sensors, such as motion information, to determine a pose and 
a location of the device and may use the generated map 702 to 
determine a location of the device and/or directions that user 
may need to travel. The computing device may determine 
various routes based on using the information provided by the 
map 702. 
0131 Furthermore, a computing device may store rela 
tionships of regions and/or places in 3D space and/or in the 
terms of topological information. Topological information 
may relate to shapes of objects and spaces within the envi 
ronment, for example. The topological information may also 
include information relating to properties of space. Such as 
connectedness, continuity, and boundary. For example, the 
computing device may use topological information to deter 
mine spatial relationships between certain areas in the envi 
ronment (e.g., bedroom connected to hallway connect to 
bathroom, etc.), which may be useful when the computing 
device may not know actual distances. 
0132 FIG. 8 is a conceptual illustration of an example 
cloud in communication with example computing devices. In 
particular, the example illustrated in FIG. 8 includes a cloud 
800 communicating with multiple computing devices 802 
806. Although the example illustrated in FIG. 8 shows a cloud 
800 communicating with multiple computing devices, other 
entities (e.g., a physical server) may also perform the func 
tions of the cloud 800. The cloud 800 described herein is for 
illustration purposes, but is not intended to be limiting. 
0133. As illustrated in FIG. 8, a cloud 800 may be config 
ured to send and receive information with computing devices. 
The cloud 800 may be created and maintained by a server or 
network of servers, for example. The cloud 800 may exist 
across multiple computing devices and may utilize various 
formats of memory. In addition, the cloud 800 may be con 
figured with security restrictions, which may limit access to 
computing devices based on various factors. For example, a 
computing device may need to provide a password or some 
other form of identification information to the cloud 800 in 
order to establish a communication link. In some instances, 
the cloud 800 may be configured to provide information, but 
may not be configured to receive information. Likewise, the 
cloud 800 may be configured to receive information without 
having the permission and/or components to transmit infor 
mation to devices. 

0134. In addition to the cloud 800, FIG. 8 also shows 
computing device 802-806, which are configured as mobile 
computing devices. In other examples, the computing devices 
802-806 may include any type of computing device capable 
of sending and/or receiving information, including the 
example computing devices illustrated in FIGS. 1-2 and 
FIGS. 3A-3B. In particular, the computing devices 802-806 
may communicate with other devices and/or the cloud 
through various communication means, such as electromag 
netic wireless telecommunications (e.g., radio), for example. 
0135) In an example implementation, the respective com 
puting devices 802-806 may capture information about the 
environment using sensors and generate mapping databased 
on the captured information. As described previously, a com 
puting device may generate map data through receiving infor 
mation from sensors when the computing device is in various 
positions and/or orientations. The computing device may 
build up the map data, which may include sparse mapping 
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information corresponding to visual features in the environ 
ment and dense mapping information that provides details in 
addition to the visual features to the objects in the environ 
ment. As the computing device generates map data, the com 
puting device may send the data to the cloud 800 for storage, 
for example. The computing device may transmit information 
relating to the environment, including, but not limited to the 
visual features of spaces in the environment, dense mapping 
information, and information regarding the computing 
device's pose relative to the environment when capturing the 
various information. For example, the computing device may 
provide its global coordinates in addition to the map data to 
the cloud in order to enable the cloud to have a frame of 
reference (e.g., knowledge of the computing device's loca 
tion). 
0.136 The cloud 800 may be configured to accept map data 
and other information from multiple devices, as shown in 
FIG.8. In one aspect, the cloud 800 may be configured to act 
as individual storage units for each of the devices that com 
municate with the cloud 800. In particular, the cloud 800 may 
receive and store map data for each respective computing 
device without blending the various map data received. In 
such a case, the respective computing devices 802-806 may 
access map data and/or other information stored in the cloud 
800 for various reasons (e.g., computing device accidently 
erased the data located on the device's memory). 
0.137 In another aspect, the cloud 800 may be configured 
to aggregate the map data received from multiple devices in 
order to generate a map based on the information gathered 
from the sensors of the multiple devices. In some instances, 
the cloud 800 may generate a map that includes more infor 
mation than the maps located on the individual computing 
devices since the cloud 800 utilized the information provided 
by multiple devices. The cloud 800 may generate a map that 
includes information corresponding to any number of envi 
ronments based on the environments captured by respective 
device sensors. In addition, the cloud may accumulate map 
data and/or other information from multiple devices in real 
time or may receive the information through the application 
of a timed process. 
0.138. Furthermore, the cloud may store the map data as 
connected to specific devices or may group the map data 
without linking the data specifically to respective devices. 
Therefore, the information gathered from devices may aggre 
gate to generate a map computation without connecting the 
map as collected by particular devices. 
0.139. In the case that the cloud may store information and 
map data to devices, the cloud may serve as memory that the 
device may access the map and information without other 
devices having access. In another example, the cloud may be 
configured to provide access to any information gathered 
from devices to all other devices. In some instances, the cloud 
may require Some identification process to clear devices to 
access the aggregated information and/or map. 
0140. The cloud may require passwords or may store and 
remember identification codes linked to the devices. 
0.141. Within examples, the cloud 800 may receive infor 
mation and/or map data from multiple devices, including a 
large number of devices operating on various device plat 
forms, for example. The cloud may aggregate the information 
and generate a large map that organizes the various maps 
received from devices in a logical manner. The cloud 800 may 
receive observations of environments from multiple devices 
to alter its generated collaborative map. 
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0142. In one such example, the cloud 800 may not imme 
diately utilize new observations from devices, but may 
require repetitive observations containing the same informa 
tion to cause the cloud 800 to utilize the observations within 
its generated map computation. For example, the cloud 800 
may receive information that furniture had been rearranged 
within a building location. The cloud 800 may already have 
map data corresponding to the building and may determine 
that the newly received observations from devices conflict 
with the existing map data. In one case, the cloud 800 may 
update the map data to reflect to newly received observations 
showing the furniture located within new spots in the build 
ing. However, in some instances, the cloud 800 may be con 
figured to receive multiple observations reflecting the change 
in the positioning of the furniture prior to modifying its map 
data to reflect the furniture in the new positions as observed by 
the devices. 

0143. In one example implementation, the cloud 800 may 
provide updates of the stored map data in the cloud to devices 
on predefined basis. For example, the cloud 800 may update 
a device's map every time the device receives a request to 
utilize the map data. Likewise, the cloud may update a 
device's map continuously in real-time. In other instances, 
the cloud may provide updates to a device's map periodically 
or on Some other predefined schedule. Other updating pro 
cesses may exist as well. 
0144. Further, the cloud 800 may perform some form of 
semantic mapping, which may include identifying spaces. 
The cloud 800 and/or a computing device may identify spaces 
and/or regions of an environment based on 3D geometry 
and/or on potential use. For example, a computing device 
may determine that a room that includes a toilet may be 
identified as a bathroom. The computing device and/or cloud 
800 may store identification information with the rooms 
within the map data (e.g., labeling the bathroom). A comput 
ing device may provide the map for determining locations of 
particular rooms relative to the device (e.g., where is the 
location of a bathroom). 
0145. It should be understood that arrangements described 
herein are for purposes of example only. As such, those 
skilled in the art will appreciate that other arrangements and 
other elements (e.g. machines, interfaces, functions, orders, 
and groupings of functions, etc.) can be used instead, and 
Some elements may be omitted altogether according to the 
desired results. Further, many of the elements that are 
described are functional entities that may be implemented as 
discrete or distributed components or in conjunction with 
other components, in any Suitable combination and location. 
0146 While various aspects and embodiments have been 
disclosed herein, other aspects and embodiments will be 
apparent to those skilled in the art. The various aspects and 
embodiments disclosed herein are for purposes of illustration 
and are not intended to be limiting, with the true scope being 
indicated by the following claims, along with the full scope of 
equivalents to which such claims are entitled. It is also to be 
understood that the terminology used herein is for the purpose 
of describing particular embodiments only, and is not 
intended to be limiting. 
0147 Since many modifications, variations, and changes 
in detail can be made to the described example, it is intended 
that all matters in the preceding description and shown in the 
accompanying figures be interpreted as illustrative and not in 
a limiting sense. 
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1. A method performed by a device having a plurality of 
sensors, the method comprising: 

receiving one or more outputs of the plurality of sensors at 
a first position of the device in an environment, wherein 
the one or more outputs comprise a first set of data 
corresponding to one or more visual features of the 
environment associated with the first position; 

generating, based on correspondence in the one or more 
outputs of the plurality of sensors, a map of the environ 
ment comprising sparse mapping data indicative of the 
first set of data; 

receiving one or more additional outputs of the plurality of 
sensors at a second position of the device in the environ 
ment, wherein the one or more additional outputs com 
prise a second set of data corresponding to one or more 
visual features of the environment associated with the 
second position; 

modifying the map of the environment to further comprise 
sparse mapping data indicative of the second set of data; 

receiving dense mapping information via one or more of 
the plurality of sensors, wherein the dense mapping 
information comprises data corresponding to objects in 
the environment in a manner representative of a relative 
structure of the objects in the environment; and 

modifying the map of the environment to comprise the 
dense mapping information. 

2. The method of claim 1, further comprising: 
receiving additional data from a server, wherein the addi 

tional data comprises sparse mapping data and dense 
mapping information corresponding to a plurality of 
environments aggregated from a plurality of devices; 
and 

based on the additional data, modifying the map of the 
environment to comprise the sparse mapping data and 
dense mapping information corresponding to the envi 
rOnment. 

3. The method of claim 1, wherein the plurality of sensors 
include one or more of a gyroscope, accelerometer, camera, 
barometer, magnetometer, global positioning system (GPS), 
Wi-Fi sensor, near-field communication (NFC) sensor, and 
Bluetooth sensor. 

4. The method of claim 1, further comprising: 
determining an identification of a region in the environ 

ment based on one or more objects in the dense mapping 
information; and 

providing, within the map of the environment, the identi 
fication of the region in the environment. 

5. The method of claim 1, further comprising: 
determining a relationship between the first position in the 

environment and the second position in the environment, 
wherein the relationship includes topological informa 
tion corresponding to the environment; and 

providing, within the sparse mapping, information associ 
ated with the relationship. 

6. The method of claim 1, wherein receiving dense map 
ping information via one or more of the plurality of sensors 
comprises: 

receiving the dense mapping information via a camera 
system, wherein the camera system is configured to 
capture depth images of the environment. 

7. The method of claim 6, further comprising generating a 
three-dimensional geometry of at least a portion of the envi 
ronment based on the depth images. 
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8. The method of claim 1, further comprising: 
identifying, via one or more of the plurality of sensors, data 

in the sparse mapping corresponding to one or more 
moving objects in the environment; and 

removing the data in the sparse mapping corresponding to 
the one or more moving objects. 

9. The method of claim 1, further comprising: 
determining, via one or more sensors of the plurality of 

sensors, a pose of the device, wherein the pose of the 
device comprises an orientation of the device relative to 
the one or more visual features in the environment and a 
direction of gravity; 

identifying a geographic location of the one or more visual 
features in the sparse mapping; and 

based at least in part on the pose of the device and the 
geographic location of the one or more visual features in 
the sparse mapping, determining a relative location of 
the device in the environment. 

10. The method of claim 1, wherein receiving dense map 
ping information via one or more of the plurality of sensors 
comprises: 

capturing the dense mapping information via at least one 
camera and a structured light sensor from one or more 
different angles relative to the environment and the 
device. 

11. The method of claim 1, wherein modifying the map of 
the environment to further comprise sparse mapping data 
indicative of the second set of data further comprises: 

determining a correspondence between one or more visual 
features of the environment associated with the second 
position to one or more visual features of the environ 
ment associated with the first position; and 

based on the correspondence being above a threshold, 
modifying the map of the environment comprising the 
sparse mapping data to further comprise the second set 
of data. 

12. A system comprising: 
a plurality of sensors; 
at least one processor; and 
a memory having stored thereon instructions that, upon 

execution by the at least one processor, cause the system 
to perform functions comprising: 
receiving one or more outputs of the plurality of sensors 

at a first position of the device in an environment, 
wherein the one or more outputs comprise a first set of 
data corresponding to one or more visual features of 
the environment associated with the first position; 

generating, based on correspondence in the one or more 
outputs of the plurality of sensors, a map of the envi 
ronment comprising sparse mapping data indicative 
of the first set of data; 

receiving one or more additional outputs of the plurality 
of sensors at a second position of the device in the 
environment, wherein the one or more additional out 
puts comprise a second set of data corresponding to 
one or more visual features of the environment asso 
ciated with the second position; 

modifying the map of the environment to further com 
prise sparse mapping data indicative of the second set 
of data; 

receiving dense mapping information via one or more of 
the plurality of sensors, wherein the dense mapping 
information comprises data corresponding to objects 
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in the environment in a manner representative of a 
relative structure of the objects in the environment; 
and 

modifying the map of the environment to comprise the 
dense mapping information. 

13. The system of claim 12, wherein the functions further 
comprise: 

receiving additional data from a server, wherein the addi 
tional data comprises sparse mapping data and dense 
mapping information corresponding to a plurality of 
environments aggregated from a plurality of devices; 
and 

based on the additional data, modifying the map of the 
environment to comprise the sparse mapping data and 
dense mapping information corresponding to the envi 
rOnment. 

14. The system of claim 12, wherein the functions further 
comprise: 

determining, via one or more sensors of the plurality of 
sensors, a pose of the device, wherein the pose of the 
device comprises an orientation of the device relative to 
the one or more visual features in the environment and a 
direction of gravity; 

identifying a geographic location of the one or more visual 
features in the sparse mapping; and 

based at least in part on the pose of the device and the 
geographic location of the one or more visual features in 
the map of the environment, determining a relative loca 
tion of the device in the environment. 

15. A non-transitory computer readable medium having 
stored thereon instructions that, upon execution by a comput 
ing device, cause the computing device to perform functions 
comprising: 

receiving one or more outputs of the plurality of sensors at 
a first position of the computing device in an environ 
ment, wherein the one or more outputs comprise a first 
set of data corresponding to one or more visual features 
of the environment associated with the first position; 

generating, based on correspondence in the one or more 
outputs of the plurality of sensors, a map of the environ 
ment comprising sparse mapping data indicative of the 
first set of data; 

receiving one or more additional outputs of the plurality of 
sensors at a second position of the computing device in 
the environment, wherein the one or more additional 
outputs comprise a second set of data corresponding to 
one or more visual features of the environment associ 
ated with the second position; 

modifying the map of the environment to further comprise 
sparse mapping data indicative of the second set of data; 

receiving dense mapping information via one or more of 
the plurality of sensors, wherein the dense mapping 
information comprises data corresponding to objects in 
the environment in a manner representative of relative 
structure of the objects in the environment; and 

modifying the map of the environment to comprise the 
dense mapping information. 

16. The non-transitory computer readable medium of claim 
15, wherein the function of receiving dense mapping infor 
mation via one or more of the plurality of sensors comprises: 

receiving the dense mapping information via a camera 
system, wherein the camera system is configured to 
capture depth images of the environment. 
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17. The non-transitory computer readable medium of claim 
15, wherein the functions further comprise: continuously 
updating the map of the environment based on additional 
outputs received from the plurality of sensors. 

18. The non-transitory computer readable medium of claim 
15, wherein the map of the environment further includes 
semantic mapping information, wherein the semantic map 
ping information identifies one or more regions in the map of 
the environment based on three dimensional geometry and 
one or more objects in the one or more regions in the envi 
rOnment. 

19. The non-transitory computer readable medium of claim 
15, wherein the function of receiving dense mapping infor 
mation via one or more of the plurality of sensors comprises: 

receiving data corresponding to one or more objects in the 
environment via one or more depth sensors; and 

configuring the data corresponding to one or more objects 
with images captured by a camera to generate dense 
mapping information. 

20. The non-transitory computer readable medium of claim 
15, wherein the functions further comprise: 

receiving data indicative of one or more Wi-Fi access 
points; and 

modifying the map of the environment to further include 
the data indicative of the one or more Wi-Fi access 
points. 


